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Abstract

Stream temperature is one of the most critical factors controlling aquatic eco-

system health. Practitioners and researchers from a range of fields, including

biology, ecology, hydrology, engineering, and watershed management, are con-

cerned with how climate and environmental changes are impacting stream

thermal regimes. This primer provides an introduction to the various energy

and water exchange processes that underpin stream temperature patterns from

small headwater streams to large river systems. An overview of the various

energy exchanges is provided, including (1) advection associated with hydro-

logic processes, and energy exchanges at (2) the stream–atmosphere interface

and (3) stream–bed interface. The interaction and spatiotemporal variability of

these energy exchange processes are discussed using a water and energy bal-

ance framework. A sound physical understanding and appreciation of the

complex controls governing stream thermal regimes will help inform effective

management strategies to sustain healthy aquatic ecosystems in a changing

world.

This article is categorized under:

Science of Water > Science of Water

Science of Water > Hydrological Processes

Science of Water > Water Quality

Water and Life > Nature of Freshwater Ecosystems

KEYWORD S

advection, energy fluxes, hydrology, stream temperature, thermal regime

1 | INTRODUCTION

Water temperature is a key influence on stream systems since it controls a variety of biological, chemical, and physical
processes, including nutrient cycling and fish distribution and survival (Armstrong et al., 2021; Demars et al., 2011;
Jankowski & Schindler, 2019; Johnston et al., 2020; Webb et al., 2008). Built infrastructure, such as water treatment
and power generation stations, can also be impacted by the temperature of water sourced from streams and rivers
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(Delpla et al., 2009; van Vliet et al., 2012). Stream thermal regimes naturally vary across spatiotemporal scales due to
complex interactions between energy exchange and hydrologic processes (Fullerton et al., 2015; Kelleher et al., 2012;
Poole & Berman, 2001; Steel et al., 2017), and can be altered by climate variability and land cover changes such as
urbanization, wildfire, and forestry (Dunham et al., 2007; Moore, Spittlehouse et al., 2005; Nelson & Palmer, 2007).
There is a critical need to understand and predict stream temperature dynamics and responses to environmental change
in order to sustain healthy aquatic ecosystems (Caissie, 2006).

An understanding of stream temperature and its response to environmental change is relevant to a wide range of
researchers and practitioners, including ecologists, hydrologists, engineers, and foresters, as well as fisheries, watershed
and land managers. Many people interested in stream temperature may not have a technical background in thermody-
namics or physical hydrology; therefore, the objective of this primer is to provide a primarily qualitative description of the
various water and energy exchanges that control stream temperature. This discussion provides the conceptual framework
for understanding how stream temperature varies over space (small headwater streams to large river systems) and time
(daily, annual, and decadal scales). Existing reviews primarily focused on empirical syntheses, modeling approaches, or
implications for aquatic ecosystems and provided only a cursory description of the physical energy exchange processes act-
ing on streams (Caissie, 2006; Dugdale et al., 2017; Hannah & Garner, 2015; Ouellet et al., 2020; Poole & Berman, 2001;
Webb et al., 2008); therefore, this primer fills a need by providing a detailed, but succinct, explanation of the stream
energy balance framework. We mostly use examples of streams from mid-latitude forested environments in this primer;
however, the conceptual approach outlined here can be broadly applied to streams in any geographical location.

2 | AN ENERGY AND WATER BALANCE PERSPECTIVE ON STREAM
TEMPERATURE

Stream temperature variability is an expression of the energy and water cycling occurring in watersheds at and
upstream of the point of measurement. For this reason, stream temperature has been used as an indicator of watershed
runoff processes and groundwater–surface water interactions (Briggs et al., 2018; Shanley & Peters, 1988). Grounding
our understanding of stream temperature patterns within a conceptual model that focuses on water and energy bal-
ances provides a rigorous approach for assessing and predicting stream temperature response to environmental
change (Box 1).

BOX 1 Air and stream temperature correlations

In contrast to an energy-balance approach, correlations with air temperature are often used to investigate vari-
ability in stream temperature (Mohseni et al., 1998). This is partly due to air temperature being inexpensively
and easily measured for many locations, compared to the extensive instrumentation and time needed to mea-
sure or estimate the various energy exchange processes controlling stream temperature (Figure 1). In addition,
air temperature can be correlated with many of these energy exchange processes, such as incoming shortwave
and longwave radiation, and sensible and latent heat fluxes, as well as heat inputs associated with precipitation
that enters streams directly or indirectly as runoff from the land. Air temperature can therefore be a useful and
effective proxy of these various energy fluxes and a first-order approach to help classify stream thermal regimes
and their drivers (Hare et al., 2021; Isaak et al., 2017). However, care must be taken when assigning causality
between air and stream temperature because the actual energy exchange processes controlling stream tempera-
ture are complex and not always directly influenced by air temperature. For example, air and stream tempera-
tures may show high correlations because they are both responding to solar radiation (Johnson, 2003). In
addition, multiple processes acting on the stream environment may be correlated with air temperature, and
untangling their relative importance can be challenging. Under changing environmental conditions, the rela-
tionships between air temperature and the processes controlling stream temperature may not remain stable
(Arismendi et al., 2014; Leach & Moore, 2019). Therefore, grounding our understanding of stream temperature
dynamics within a conceptual model that focuses on processes, and not just correlations, is the most rigorous
approach for anticipating and assessing stream temperature response to environmental change.
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Stream temperature is a measure of the heat content of the water flowing in the stream. This is analogous to how concentra-
tion of a solute is a measure of the amount of that solute in a volume of water. To understand how the energy and water balance
influence stream temperature, it is important to understand the relationship between temperature, T (�C), and heat,H (J):

T¼ H
ρCpV

ð1Þ

where ρ is density (kg m�3), Cp is specific heat (J kg
�1�C�1), and V is volume (m3) of water. Heat content is defined rel-

ative to a reference temperature or thermal datum (Saur & Anderson, 1956). In Equation (1), the reference temperature
is implicitly defined as 0�C.

From Equation (1), we can see that if heat is gained or lost from a stream without water being added or removed
(i.e., no change in volume), as is the case with radiation exchanges, for example, the stream temperature will change in
direct proportion to the heat gained or lost:

ΔT/ΔH ð2Þ

During periods when the volume of water in a system is changing, such as occurs due to groundwater or tributary
inflow to a stream reach, Equation (2) no longer holds. For example, addition of water that is at the same temperature
as that already in the system will increase the heat storage, but will not change the temperature.

Since neither mass nor energy can be created or destroyed by ordinary means, an energy and water balance
approach is a useful framework for considering how the fluxes in and out of a stream influence water temperature
(Figure 1). An energy and water balance approach is universal in that these processes are acting on all streams in
the world; however, stream temperature variability arises in time and space because the relative magnitudes and
directions of these processes vary in time and space. Two general frameworks can be used for applying energy and
water balances to stream systems: Lagrangian and Eulerian. These frameworks and their distinctions are outlined
in Box 2. In this primer, we mostly use an Eulerian framework applied to different locations along a stream network
(small headwater streams to large rivers) to discuss the relative importance of various energy exchanges
through time.

3 | ENERGY EXCHANGE PROCESSES

The following sections outline the key energy exchanges in stream environments and how they vary across space, from
headwater streams to large river systems (Figure 3), as well as at daily, annual, and decadal time scales. We lead with
the advective fluxes since these set the stage for subsequent energy exchange processes and are not always fully recog-
nized for their critical influence on stream temperature. We then address the energy fluxes at the water surface and
stream-bed interfaces.

3.1 | Advection associated with hydrologic processes

3.1.1 | Advective fluxes

In the context of stream temperature, advection is the transfer of heat by movement of water; therefore, the water bal-
ance of a stream reach, and the heat transported by the water flowing in and out of a stream, is a fundamental control
on stream temperature (Figure 1). Water can enter a stream reach by a variety of hydrologic pathways including tribu-
taries, overland flow, shallow (e.g., <5 m beneath land surface, Hare et al., 2021) or deep subsurface flow, channel-
intercepted precipitation, condensation, and inflows associated with stormwater and sewer systems, agricultural drain-
age networks or industrial effluent. Water can also leave a stream reach through losses to the subsurface by infiltration
through the streambed and banks, evaporation, and water withdrawals for irrigation, industry, and other human uses.
In all cases, these water inflows and outflows are associated with advective exchanges and have the potential to alter
stream temperature directly by adding and removing heat, as well as indirectly by changing the width, depth, and veloc-
ity of water in the stream reach. In addition, changes to stream temperature due to advective exchanges will further
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alter other energy exchanges that are a function of water temperature, such as outgoing longwave radiation, bed heat
conduction, and the sensible and latent heat fluxes.

In addition to lateral inflows to and outflows from the stream, longitudinal advection within the stream network
(i.e., heat transported in the downstream direction by in-stream flow) can also be an important energy flux. When
applying an Eulerian framework (Box 2), longitudinal advection can occur due to water entering the stream segment of
interest at the upstream boundary and leaving the stream segment at the downstream boundary. The importance of
longitudinal advection will be proportional to the longitudinal temperature gradient (i.e., the rate at which temperature
changes with downstream distance at a given time, Moore & Leach, 2021). High thermal gradient conditions tend to
occur where there are significant and abrupt longitudinal changes in surface energy exchanges and discharge—for
example, where riparian vegetation structure changes rapidly, such as downstream of a clearcut-forest transition
(Moore, Sutherland, et al., 2005), or downstream of a tributary.

Heat within a stream can be transported longitudinally by dispersion in addition to advection. Whereas advection
refers to the transport associated with the mean velocity of flow, dispersion results from variations in velocity with
depth and across the channel due to the frictional effects of the bed, banks, and morphological features such as riffles,
pools, and large wood pieces. Dispersion may be important for complex headwater streams in which transient storage
processes (e.g., low water velocity features such as pools and backwater areas) have a significant influence on longitudi-
nal transport. For larger streams that are less influenced by transient storage within the channel, the influence of

FIGURE 1 Diagram showing the various energy exchange processes acting on a stream reach. Surface energy fluxes include solar and

longwave radiation, and sensible and latent heat. Energy exchanges at the streambed include bed heat conduction, hyporheic exchange, and

friction. The advective fluxes associated with hydrologic processes (indicated by dark blue arrows) include surface inflows from tributaries

and subsurface inflows and outflows from groundwater and hyporheic exchanges. In addition, in-stream flow (upstream and downstream

discharge) can add and remove heat from the stream section of interest.
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dispersion on heat transport can often be ignored (Sinokrot & Stefan, 1993). Whether longitudinal dispersion is rela-
tively important or not for a given stream has implications for how these systems are modeled (Box 2).

When accounting for advective exchanges and their influence on stream temperature, it is important to consider
both the discharge (i.e., volumetric flow rate, m3s�1) and temperature of water inflows and outflows of a stream reach.
A small inflow discharge relative to the stream discharge, such as a small headwater stream draining into a large river,
will have minimal impact on the average temperature of the receiving water body. In contrast, a large inflow discharge
relative to the stream discharge can substantially alter stream temperature, but only if the temperature of the inflow is
different from that of the receiving stream (Briggs & Hare, 2018; Leach et al., 2017). While advection associated with
water inflows will always increase the amount of heat stored in a stream reach (assuming a thermal datum of 0�C),
stream temperature can decrease, increase or not change depending on the temperature difference between the inflow
source and the receiving stream (Kurylyk et al., 2016). In contrast, water losses from the stream will not directly alter
stream temperature despite the removal of heat as long as the stream water is well mixed, since mass and heat are being
removed proportionally.

In addition to directly adding or removing heat, water inflows, and outflows also indirectly impact stream thermal
dynamics by altering the volume-to-surface area ratio and velocity of water in the stream channel (Gu et al., 1998;

BOX 2 Bridge versus boat: Eulerian and Lagrangian frameworks for describing stream energy
balances

Energy and water balance frameworks can be applied to stream systems using two distinct frames of reference
(Figure 2). First, we could observe the stream from a bridge or a location along the bank and consider how tem-
perature responds to water and energy exchanges through time for that fixed point or segment along a stream
(Sinokrot & Stefan, 1993; Sridhar et al., 2004). This so-called Eulerian approach is typical of how most stream
observations are collected (i.e., sensors installed at fixed locations within stream networks). In contrast, we can
follow a parcel of water as it flows down a stream network and track all the water and energy inputs and out-
puts to and from the parcel (Gu et al., 1998; Vugts, 1974). This is called a Lagrangian approach and is conceptu-
ally similar to being in a boat and observing how the stream conditions change as the boat floats downstream.
In reality, water does not move as a single parcel downstream. Instead, individual water molecules have varying
velocities and flowpaths that result in a distribution of downstream travel times. This phenomenon is known as
longitudinal dispersion and can be thought of as many small boats floating down a stream at different veloci-
ties. Accounting for dispersion within an Eulerian framework is relatively straightforward. Lagrangian stream
temperature models do not account for dispersion, which may not introduce significant error for systems where
longitudinal advection dominates (Leach & Moore, 2011; Sinokrot & Stefan, 1993).

FIGURE 2 Graphical comparison of Eulerian and Lagrangian stream energy balance frameworks. An Eulerian framework

considers how energy fluxes vary through time (t) at a fixed point, whereas a Lagrangian framework considers how energy fluxes

vary for a water parcel as it flows downstream.
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Schmadel et al., 2015). This is important because the volume-to-surface area ratio of a stream channel, which can be
mathematically simplified to the mean stream depth, influences how stream temperature responds to energy fluxes,
such as solar radiation. The temperature of shallow streams will be more responsive to surface energy fluxes than the
temperature of deep streams (Arscott et al., 2001; Mihalevich et al., 2020). In addition, stream velocity is also a function
of in-channel water storage for a given location along a stream, and this has implications for stream temperature. From
a Lagrangian perspective, water parcels in high-velocity streams will spend less time exposed to local energy exchange
conditions than those in low-velocity streams (Garner et al., 2014). For example, a stream flowing through a
section with high solar radiation inputs, such as a localized clearing, will experience less warming if water velocities are
high compared to low velocities. In addition, structures such as beaver dams and resulting ponds within the stream net-
work can strongly influence water velocities, which can result in spatial variability in stream temperature (Majerova
et al., 2020).

3.1.2 | Variability in space and time

The magnitude of advective fluxes and how they vary in space and time are clearly tied to the hydrologic regime. The
temperature and discharge of inflows will depend on the water source (e.g., rain, snowmelt, glacier melt, or human-
related sources such as agricultural runoff, industrial effluent, and urban stormwater) and flow pathways, such as water
entering a stream from overland, shallow subsurface or deep groundwater flow. For example, snowmelt water will enter
the stream primarily during spring or mid-winter melt events and be close to 0�C, although the temperature may

FIGURE 3 Conceptual relationships between stream size (as indicated by catchment area) and relative flux magnitudes. The relative

flux magnitudes are mean seasonal values for a summer period (i.e., diel variations are averaged). Energy into the stream is represented as

positive values, and energy away from the stream is represented by negative values. Images at the top provide visual examples of

corresponding stream sizes. Advection from inflows refers to the heat flux associated with water inflows to the stream from surface and

subsurface flow pathways.
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increase as the melt water flows through the subsurface before reaching the stream (Kobayashi, 1985; Kurylyk
et al., 2015; Leach & Moore, 2014; St-Hilaire et al., 2000). In contrast, the timing of industrial effluent to a stream may
depend on operational schedules, and the temperature of these inflows may be relatively stable throughout the year
(Schliemann et al., 2021; Xin & Kinouchi, 2013). The magnitude and timing of advective energy exchange will vary with
factors that control hydrologic regimes, such as climate, topography, soil, land cover, and geology, as well as infrastruc-
ture, such as dams, reservoirs, and irrigation networks (Devito et al., 2005).

Except perhaps for rivers with significant tributaries, advection associated with surface and subsurface inflows is
generally most important for smaller streams. This is because the ratios of inflow discharge to stream discharge are
greater than for larger streams; therefore, the importance of advective inflows generally declines further down the
stream network (Figure 3). Even when the inflow magnitude from subsurface flow or tributaries is small relative to
stream discharge, these inflows can create localized temperature anomalies that can provide important thermal refuges
for aquatic organisms such as fish (Dugdale et al., 2019; Ebersole et al., 2001; Torgersen et al., 1999).

In addition to lateral inflows, water exchanges at the stream surface by precipitation, condensation, and evaporation
also contribute to advective heat transfer. Advection associated with direct precipitation interception by the channel is
typically too small to influence stream temperature; however, snowfall onto the water surface, and the resulting con-
sumption of heat from the streamwater to melt the snow, can result in abrupt drops in temperature for small streams
during low flows (Leach & Moore, 2017; Roesky & Hayashi, 2022). Condensation and evaporation are also associated
with advection due to the sensible heat of the water added or gained during vapor transfer at the surface, in addition to
the latent heat transfer. The advective heat transfer associated with condensation and evaporation has been found neg-
ligible in lake heat budget studies (e.g., Richards et al., 2012; Sturrock et al., 1992) and is generally ignored in stream
heat budget modeling (Neilson, Chapra, et al., 2010; Sinokrot & Stefan, 1993).

Lakes and reservoirs are common features in many stream networks and have the potential to influence downstream
thermal regimes (Jones, 2010; Maheu et al., 2016; Verpoorter et al., 2014). Lakes and reservoirs can exhibit thermal
regimes that differ from those of streams because they are typically less shaded than streams with riparian vegetation,
can develop thermal stratification with outlet temperatures elevated relative to typical stream temperatures, and some-
times exhibit seiching (i.e., oscillating water levels associated with standing waves within the lake), which can result in
sub-diel variations in outlet temperature (Lisi et al., 2015; West & Moore, 2020). These characteristics can generate strong
longitudinal temperature gradients and thus longitudinal advective fluxes in downstream reaches (Leach et al., 2021).
Lakes and reservoirs can also control downstream flow by moderating peakflows and augmenting low flows in the case
of natural lakes, and through operational flow releases in the case of dams and reservoirs (Hayes et al., 2017). Together,
these processes can influence downstream thermal regimes for distances up to tens of km or more (Dibble et al., 2021;
Heavilin & Neilson, 2012; Olden & Naiman, 2010; Risley et al., 2010; Troxler & Thackston, 1977).

Variability in advective fluxes through time is also connected to the hydrologic regime. Inflows due to rainfall,
snowmelt, and glacial meltwater can be important energy inputs at event and seasonal scales (Brown & Hannah, 2007,
2008). In contrast, groundwater inflows are more stable through time, both in terms of magnitude and temperature
(Kurylyk, MacQuarrie, et al., 2014). Due to this stability, groundwater can have an important moderating influence on
stream thermal regimes by elevating stream temperature in the winter and depressing stream temperature in the sum-
mer (Constantz, 1998). Although groundwater magnitude and temperature can be relatively stable at diel and annual
time scales, they vary at decadal scales in response to changes in land surface temperature and groundwater recharge
timing and rates (Kurylyk, MacQuarrie, & McKenzie, 2014; Menberg et al., 2014). Finally, advective fluxes associated
with human infrastructure, such as reservoir releases or effluent discharge, will primarily depend on operation sched-
ules and climate, as is the case of water release timing and depth of intake pipes for reservoirs that undergo seasonal
thermal stratification (West & Moore, 2020).

3.2 | Stream surface exchanges

3.2.1 | Solar radiation

All bodies that have a temperature above absolute zero emit radiation, but the wavelength varies depending in part on
the emitting body's temperature. The sun and earth have different surface temperatures (�6000 K vs. �300 K), which
generate radiation spectra that have limited overlap. Accordingly, we can classify radiation from the sun as solar or

LEACH ET AL. 7 of 18

 20491948, 2023, 4, D
ow

nloaded from
 https://w

ires.onlinelibrary.w
iley.com

/doi/10.1002/w
at2.1643, W

iley O
nline L

ibrary on [10/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

., WIREs -WI LEY---'--------------------------------- W WATER 



shortwave radiation (with wavelengths in the 0.15–3 μm range) and radiation from the earth system, such as the atmo-
sphere, water, terrain, vegetation, and buildings, as longwave radiation (wavelengths in the 3–100 μm range).

Solar radiation, often a dominant source of energy to streams (Webb & Zhang, 1999), reaches the stream surface as
both direct and diffuse radiation (Moore, Spittlehouse, et al., 2005). Direct, or direct beam, radiation is that portion of
radiation from the sun that is not absorbed or scattered as it travels through the atmosphere (Figure 1). Diffuse radia-
tion is the portion of solar radiation that is reflected and scattered in the atmosphere by clouds and other aerosols.
Direct solar radiation arrives at the stream surface as a function of the sun's position in the sky, and can be fully or par-
tially blocked by surrounding terrain or vegetation. In contrast, diffuse radiation can arrive at the stream surface from
all parts of the sky area as long as vegetation, terrain, or other features do not block the path. The fraction of diffuse
radiation that reaches the stream surface is a function of the distributions of diffuse radiation and shade elements across
the sky dome (Mihalevich et al., 2020). Diffuse radiation is commonly assumed to be isotropic (i.e., diffuse radiation
arrives equally from all parts of the sky dome for a given time). Under this assumption, the fraction of diffuse radiation
that reaches a given location on the surface is given by the location's sky view factor. While the sky view factor is often
described as the ratio of open sky area to total area (open sky, vegetation, and terrain) that is “seen” by a point on the
surface, its formal definition is more complicated and involves integrating a trigonometric function of the zenith angle
over the gap areas (Moore, Sutherland, et al., 2005; Oke, 1987). Total incoming solar radiation can be primarily com-
posed of diffuse radiation during twilight (i.e., when some solar radiation is received at a stream surface during dawn
and dusk while the sun is still below the horizon) or during periods of extensive cloud cover.

A proportion of the solar radiation arriving at the stream surface is reflected; the ratio of reflected to absorbed radiation
is referred to as the surface albedo. The albedo of water varies and is typically between 0.03 and 0.10 (King & Neilson, 2019;
Leach & Moore, 2010), but can be higher if the water is aerated, has high turbidity, or if the sun is at a low angle in the sky
(Neilson, Hatch, et al., 2010; Richards &Moore, 2011). Surface albedo also depends on the relative fractions of direct and dif-
fuse radiation as well as surface roughness (McMahon & Moore, 2017). The fraction of radiation that is not reflected pene-
trates the water column and is typically absorbed by the water and streambed (Evans et al., 1998; Neilson et al., 2009). In
some cases, where the stream is shallow and clear with light-colored bed material, a portion of incoming solar radiation can
be reflected from the bed and ultimately leave the stream (Bray et al., 2017); therefore, measured stream albedo can be an
aggregate of both the surface water and streambed albedos. Radiation that is absorbed at the streambed is transferred down-
wards by conduction (and by advection where water is infiltrating the bed) and upwards to the water column by conductive
heat transfer in the laminar boundary of the bed (typically on the order of mm or lower thickness) and by turbulent transfer
in the overlying water (Moore, Spittlehouse, et al., 2005). Except in pools and other slow-flowing zones, turbulent transfer
dominates and provides efficient transport of heat from the bed to the water column.

Riparian vegetation and topography, such as incised valleys or steep channel banks, can block incoming solar radia-
tion (Rutherford et al., 1997), especially for headwater streams in temperate mid-latitude environments due to the com-
bination of narrow channel widths and the presence of riparian forest (Benyahya et al., 2012; MacDonald et al., 2014;
Moore, Sutherland, et al., 2005). However, in cases where there is no riparian vegetation or it has been removed due to
harvesting, wildfire, or urbanization, the temperature of small streams can be elevated due to incoming solar radiation
since the mean water depths in these systems are relatively low (Brown & Krygier, 1970; Hannah et al., 2008).

As channel width increases as one moves from headwater streams to larger streams and rivers, the amount of solar
radiation reaching the water surface increases since more stream surface area is exposed and is not effectively shaded
by riparian vegetation or topography (Hebert et al., 2011). Variability in incident solar radiation at these scales becomes
partly dependent on channel orientation, as streams oriented north–south may receive high incoming solar radiation
during midday, whereas streams oriented west–east may be effectively shaded by riparian vegetation located on the
equatorial-facing bank. For large and wide rivers, there is little potential for vegetation or topography to shade the
stream. Exceptions are heavily incised channels where canyon-type structures can provide substantial shade even for
large rivers, such as sections of the Colorado River that flow through the Grand Canyon (Mihalevich et al., 2020).

Incoming solar radiation varies at both diel and annual time scales. Solar radiation peaks during local noon and is zero dur-
ing night when the sun is sufficiently below the horizon so that diffuse radiation no longer arrives at a surface. At annual time
scales, solar radiation peaks at summer solstice and is lowest during winter solstice. Weather conditions cause solar radiation
to vary at short to medium time scales (minutes to weeks), primarily as the result of changes in cloud cover. Other seasonal fac-
tors, such as smoke from wildfire, can periodically reduce incoming solar radiation (David et al., 2018). At decadal scales, solar
cycles and global aerosol contents can modulate incoming solar radiation (Sanroma et al., 2010; Wild et al., 2005).
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3.2.2 | Longwave radiation

Net longwave radiation exchange at the stream surface is the balance between incoming longwave radiation from the
atmosphere, terrain, and vegetation canopy, and the outgoing radiation from the stream surface (Figure 1). The Stefan–
Boltzmann law states that the radiative energy emitted by a surface is proportional to the fourth power of its absolute
temperature as well as the surface emissivity, which is a measure of the efficiency at which the surface radiates relative
to a theoretical black body. Generally, most natural surfaces, such as terrain, forests, and water, have relatively high
emissivities, typically 0.95–0.98 (Oke, 1987), whereas atmospheric emissivity is often lower, except during cloudy or
smoky conditions (Aubry-Wake et al., 2022). Similar to diffuse solar radiation, incoming longwave radiation is generally
assumed to arrive equally from all parts of the sky area; therefore, the relative fractions of open sky, terrain, and forest
canopy (i.e., view factors) that a stream “sees” control the amount of incoming longwave radiation that reaches the
stream surface. Longwave radiation is nearly completely absorbed at the stream surface and only a small amount, typi-
cally about 3%, is reflected or transmitted into the water column (Anderson, 1954; Kirk, 2011).

Differences in emissivity between the sky and terrain/vegetation are the primary drivers of spatial variability in
incoming longwave radiation along stream networks (Benyahya et al., 2012). Headwater streams typically receive
greater amounts of incoming longwave radiation than larger streams due to the greater proportion of the stream's view
factor being composed of vegetation and terrain, which typically have higher emissivities than the atmosphere
(Benyahya et al., 2012), as well as higher surface temperatures than the atmosphere during daytime (Cardenas
et al., 2014). In addition, headwater streams are generally cooler than higher-order streams during summer (Fullerton
et al., 2015; Wehrly et al., 2006); therefore, the outgoing longwave radiation flux is lower for headwater streams than
larger streams.

Temporal variability in incoming longwave radiation is partly driven by temperatures of the atmosphere, terrain,
and vegetation in the stream's sky view, which generally peak during afternoon at daily scales and in summer at sea-
sonal scales (Klos & Link, 2018). Weather systems and their influence on cloud cover result in increased incoming
longwave radiation to the stream surface. At decadal scales, increases in air temperature and atmospheric water vapor
content associated with climate change should result in overall increases in longwave radiation emitted from the atmo-
sphere (Held & Soden, 2000; Luce et al., 2014). Due to the high heat capacity of water, which reduces diel and seasonal
stream temperature variability, outgoing longwave radiation tends to be more stable through time.

3.2.3 | Sensible and latent heat

In addition to radiative exchanges at the stream surface, energy is also exchanged with the atmosphere as sensible and
latent heat. Sensible heat exchange is the transfer of energy driven by temperature differences between the stream sur-
face and the air mass directly above the stream; the heat transfer is from areas of higher temperature to areas of lower
temperature. The sensible heat flux is so named because the transfer of energy can be sensed as a change in tempera-
ture. In contrast, latent heat exchange is associated with the phase change that accompanies evaporation or condensa-
tion at the stream surface. Evaporation represents a loss of heat and mass from the water column, and occurs when the
air near the water surface has a higher vapor density than the ambient atmosphere, producing upward transport of
water vapor. Condensation represents a gain of heat and mass, and occurs when the ambient atmosphere has a higher
vapor density than the air near the water surface.

The exchange mechanisms for sensible and latent heat differ between the laminar and turbulent boundary layers.
The laminar boundary layer extends from the water surface to a height of typically less than a few mm, with airflow
parallel to the stream surface (Oke, 1987, fig. 2.3). Heat transfer in the laminar boundary layer occurs by conduction
(sensible heat) and molecular diffusion (latent heat), which are relatively slow processes. The turbulent boundary layer
lies above the laminar boundary layer, and is characterized by air flow that includes vertical eddies, which transport
heat and mass between the surface and overlying air. Transfers of heat and water vapor within the turbulent boundary
layer, often called convection, are more efficient than conduction and diffusion.

High wind speeds will typically generate greater heat and water vapor exchange by reducing the thickness of the
laminar boundary layer and increasing turbulence, provided there are also temperature and humidity gradients
between the stream surface and overlying air mass. Vertical convective mixing in the turbulent boundary layer also
depends on atmospheric stability, which is a function of wind speed and the temperature difference between the surface
and the ambient atmosphere. Where the water surface is warmer than the overlying air, the atmosphere will be
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unstable because the less-dense air near the surface will experience an upwards buoyant force, which enhances vertical
exchange. On the other hand, stable conditions occur when the surface is cooler than the overlying air, and density gra-
dients suppress vertical motion (Oke, 1987).

Spatiotemporal variability in the direction and magnitude of the turbulent energy fluxes is a function of above-
stream microclimate conditions, and temperature and humidity gradients between the stream surface and overlying air.
For many streams during warmer seasons, the water column is typically cooler than the air during daytime and warmer
during nighttime, resulting in the sensible heat flux adding energy to the stream during day and removing energy dur-
ing night. Similar patterns emerge at seasonal scales, as streams can be warmer than air during winter, especially when
influenced by groundwater discharge, and cooler than air during summer (Hannah et al., 2008; Leach & Moore, 2010).

Headwater streams tend to experience low wind speeds due to the sheltering effects of riparian vegetation and
stream banks (Benyahya et al., 2010; Guenther et al., 2012; Gulliver & Stefan, 1986); therefore, these fluxes are usually
minor energy balance terms since the turbulent exchange is limited under these conditions (Brown, 1969; Garner
et al., 2015; Story et al., 2003). The magnitudes of the turbulent fluxes can also be suppressed on warm summer days by
stable atmospheric conditions associated with the water surface typically being cooler than the ambient air
(Caissie, 2016). The sensible and latent heat fluxes are generally greater for larger streams and rivers that are more
exposed to wind (Benner, 2000; Maheu et al., 2014).

In addition to larger rivers having generally higher wind speeds than small sheltered streams, larger rivers also tend
to have higher water temperatures during summer periods, which further contributes to latent heat exchange. The air
immediately adjacent to the water surface will have a vapor density (the mass of water vapor per unit volume of air)
equal to the saturation value associated with the water temperature. Because saturation vapor density has an approxi-
mately exponential relation with water temperature, increasing water temperature is usually associated with an
increase in vapor density gradients that drive evaporation and thus latent heat loss. Hence, the latent heat flux can be
an important mechanism for limiting stream warming during summer periods when incoming solar radiation is high,
especially for larger streams that experience higher wind speeds (Benner, 2000; Caissie et al., 2007).

Above-stream microclimate conditions and stream-atmosphere humidity gradients tend to favor evaporation
over condensation in most regions (Hannah et al., 2008; Leach & Moore, 2010; Webb & Zhang, 1999); however, con-
densation at the stream surface can happen when vapor density at the stream surface is lower than in the air mass
above the stream. These conditions occur when the air above the stream has high humidity, such as during rainfall
events (Caissie, 2016). Story et al. (2003) hypothesized that transpiration from overhanging vegetation in a poorly
ventilated headwater stream environment was the cause of vapor density gradients conducive to condensation on
the stream surface.

3.3 | Streambed exchanges

Energy exchanges at the streambed occur as conduction, advection (including hyporheic flow), and heat generated by
friction (Figure 1). In addition, solar radiation can penetrate the water column and be absorbed or reflected at the
streambed, as discussed previously.

3.3.1 | Bed conduction

Heat conduction occurs through the transfer of energy between adjacent molecules in response to a temperature gradient.
All substances with an absolute temperature greater than 0 K manifest thermal energy as molecular-scale oscillations, the
kinetic energy of which is related to temperature. Where a temperature gradient exists, this kinetic energy will be trans-
ferred from higher-energy molecules to adjacent lower-energy molecules, effectively transferring heat from warmer areas to
cooler areas. The rate of heat conduction is proportional to the temperature gradient; the constant of proportionality is the
thermal conductivity. In a streambed, the thermal conductivity varies due to the material composition and structure of the
bed, degree of saturation, and the temperature of the sediment. Generally, saturated beds dominated by coarse grains, such
as gravel and cobble, have higher thermal conductivities than beds dominated by fine grains, such as clay and silt, due pri-
marily to differences in bulk density and mineralogy (Lapham, 1989). Due to the efficiency of heat transfer between the
bed surface and the turbulent flow of water over the bed, the bed temperature at its surface is typically similar to the stream
temperature (Sinokrot & Stefan, 1993); however, this is not always the case in areas with upwelling groundwater or in
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shallow slow-moving areas where substantial solar penetration warms the sediments (Caissie et al., 2014; Neilson, Chapra,
et al., 2010). The bed temperature below the bed surface will be influenced by conduction within the bed and advective
fluxes associated with groundwater and hyporheic flow. For example, groundwater downwelling promotes lower vertical
thermal gradients and conduction at the streambed interface, while groundwater upwelling results in higher vertical ther-
mal gradients and streambed conduction (Caissie & Luce, 2017).

Bed conduction is a less efficient energy exchange than those at the stream surface and advective fluxes; therefore,
the importance of bed conduction relative to other fluxes acting on a stream is greatest for headwater streams because
other fluxes can be minimal due to shade and sheltering by riparian vegetation (Johnson, 2004). In addition, for streams
that experience seasonal ice and snow cover, and a corresponding reduction in energy exchanges at the stream surface,
bed conduction can be an important influence on stream temperature (Caissie et al., 2014; Kobayashi et al., 1994;
Wankiewicz, 1984). Bed conduction becomes quickly overwhelmed by other fluxes further downstream in larger-order
rivers (Hebert et al., 2011). Bed conduction primarily acts to damp diel fluctuations in stream temperature by being a
heat loss during day and a heat source during night (Moore, Sutherland, et al., 2005). Similarly, at seasonal scales, heat
flow is generally into the bed during summer and away from the bed to the stream during winter (Hannah et al., 2008).

3.3.2 | Hyporheic exchange

Hyporheic heat exchange is an advective flux associated with a two-way transfer of water and heat between the stream
and the sediments of the bed, banks, and riparian zone (Findlay, 1995; Wondzell, 2011). Hyporheic water exchange typ-
ically occurs at changes in channel gradient, such as at sand ripples, riffle- and step-pool units, and large in-stream
wood features, or where water is able to flow laterally through the bank at stream meanders (Boano et al., 2014;
Tonina & Buffington, 2009). Hyporheic exchange is usually distinguished from groundwater in that the water originates
as stream water, flows through the bed or bank, and returns to the stream some distance downstream. Since groundwa-
ter can be recharged by surface water, such as streams, wetlands, and lakes, in addition to precipitation-sourced
recharge, the distinction between hyporheic and groundwater flow can be fuzzy and depends on the scale of investiga-
tion (Boano et al., 2014).

Hyporheic exchange is often conceptualized as not altering the stream water budget, since hyporheic losses and
gains are assumed to be balanced at reach scales (Neilson, Chapra, et al., 2010). Therefore, hyporheic exchange impacts
stream temperature only when the temperature of hyporheic water re-entering the stream is different from that of the
stream water (Leach & Moore, 2014). These differences can arise as water flowing through the hyporheic zone is modi-
fied by energy exchanges within the bed and mixing with groundwater, as well as the effect of different hyporheic
flowpath lengths desynchronizing hyporheic return flow temperatures from stream temperatures (Arrigoni et al., 2008).
Since hyporheic exchange can also influence streambed temperatures, complex interactions arise between hyporheic
exchange and bed conduction, as well as upwelling groundwater (Arrigoni et al., 2008; Guenther et al., 2014; Moore,
Sutherland, et al., 2005). These interactions generate complex energy dynamics within the streambed that are challeng-
ing to observe and model (Caissie & Luce, 2017).

Hyporheic heat exchange is typically more important in smaller streams than larger streams, but also depends on
stream discharge (Wondzell, 2011). Headwater streams tend to have steeper channel gradients and more complex mor-
phologies, such as step-pool units, which are more conducive to hyporheic exchange than morphologies typically found
in larger streams (Cardenas, 2015; Ward, 2016). Smaller streams also tend to experience greater diel fluctuations in
stream temperature than larger streams, which result in greater potential for temperature differences between stream
water and discharging hyporheic water. In addition, the proportion of stream water flowing through the hyporheic zone
is typically greater for small streams than large streams; therefore, the returning hyporheic flow has a greater potential
to influence stream temperature. While hyporheic heat exchange is typically a less important term in the overall energy
balance of large streams compared to small streams, localized temperature anomalies created by hyporheic exchange in
larger river systems can still provide important thermal environments for aquatic organisms (Arrigoni et al., 2008).

Similar to bed conduction, hyporheic exchange typically acts to moderate diel stream temperature patterns by acting
as a heat loss during day and a heat source during night for summer periods (King & Neilson, 2019). The magnitude
and direction of the hyporheic heat flux will vary at seasonal and annual scales in response to variations in stream dis-
charge and stream and bed temperatures. The magnitude of the water flux associated with hyporheic exchange can
either increase or decrease with stream discharge, depending primarily on channel morphology (Buffington &
Tonina, 2009; Tonina & Buffington, 2009). However, even if hyporheic exchange flow increases with stream discharge,
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the influence on stream temperature may be limited since the ratio of hyporheic exchange flow to streamflow can still
be low (Wondzell, 2011). During high flows, as well as during winter periods, stream and bed temperatures can be simi-
lar, which will also limit the magnitude of the hyporheic heat exchange regardless of whether a large proportion of
water is exchanging with the hyporheic zone (Leach & Moore, 2014).

3.3.3 | Friction

Friction adds heat to the stream due to the dissipation of both gravitational potential energy associated with changes in ele-
vation and turbulent kinetic energy associated with instream flow (Meier et al., 2003). The magnitude of the friction flux is
a function of channel slope and stream velocity, with steeper channels and higher velocity resulting in greater flux magni-
tudes (Theurer et al., 1984). Compared to the other fluxes, friction has received limited detailed examination. The friction
flux is typically only a small component in most stream energy balances and is often assumed to be negligible, especially
for low-gradient channels (Garner et al., 2015; Webb & Zhang, 1997). However, this flux can be an important energy source
relative to other fluxes for steep mountainous stream channels with high flows (Magnusson et al., 2012; Meier et al., 2003).

4 | STREAM ENERGY BALANCE FOR A FORESTED RAIN-DOMINATED
CATCHMENT

This section presents an idealized schema of how the stream energy balance varies both seasonally and with stream size
for a forested catchment with a coastal temperate or Mediterranean climate, with warm, dry summers and cool, wet
winters dominated by rainfall, as typified by coastal regions of the Pacific Northwest of North America (Figure 4). The

FIGURE 4 Conceptual energy balance for a small headwater stream and a large (e.g., fifth order or higher) river during summer and

winter. The arrowhead represents the net seasonal direction of the energy flux, and the size of the arrow is scaled to its relative importance

to the overall reach-scale energy balance. The hypothetical energy balances represent forested streams with extensive riparian vegetation

characterized by a Mediterranean climate (warm and dry summers and wet and cool winters with precipitation falling primarily as rain).
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streamflow regime is dominated by rainfall-generated high flows in winter and low flows during summer. We selected
this environment as a case example due to the background of research available to support a synthesis (Brown, 1969;
Johnson, 2004; Leach & Moore, 2014; Moore, Spittlehouse, et al., 2005).

In summer, the energy balance of the small headwater stream will be dominated by heat inputs associated with net
radiation and advection from subsurface inflow. Even with extensive shade, a portion of the incoming solar radiation,
which is elevated during summer, will reach the stream surface. In addition, the above-stream forest cover will
(1) reduce ventilation, thereby suppressing sensible and latent heat exchange, and (2) elevate incoming longwave radia-
tion due to significant canopy cover and higher emissivity of vegetation compared to the atmosphere. The air and vege-
tation canopy above the stream will generally be warmer than the stream during the day, which will cause the net
longwave and sensible fluxes to be heat sources to the stream (Story et al., 2003). These heat inputs will typically be par-
tially offset by evaporative losses from the stream surface. During these low-flow summer periods, the water in the
stream will be primarily sourced from groundwater or hillslope discharge. Discharge will be relatively low compared to
high flow periods during winter (Leach & Moore, 2014). Heat transfer into the bed via conduction and hyporheic
exchange will be the dominant heat loss, in part because the magnitudes of the other fluxes will be relatively low.

For the large river, net shortwave radiation will be the largest heat source during summer due to the limited shading
influence of riparian vegetation, topography, or both (Webb & Zhang, 1997). Net longwave radiation will be a minor
term since incoming and outgoing longwave radiation will be of similar magnitude. The incoming longwave radiation
flux will be lower than for the small stream due to the large sky view factor and low emissivity of the atmosphere. In
addition, outgoing longwave radiation will be greater and more stable compared to the small stream since the water
temperature will be higher and show less diel variability. Since the river surface is more exposed, high winds will pro-
mote the sensible and latent heat fluxes, and evaporation can be a key heat loss. Groundwater and hyporheic exchange
will be minor terms in the energy balance of the large river since the relative discharges of these hydrologic inflows will
be substantially smaller than in-stream discharge. Bed conduction will be a heat loss as the stream will be warmer than
the subsurface, but a small component of the energy balance compared to the surface energy flux magnitudes.

Winter conditions will be characterized by higher stream discharge, low solar radiation (regardless of stream canopy cover),
and air temperature that is typically lower than stream temperature. For the small stream, this will mean that net longwave
radiation, as well as sensible and latent heat, will transfer heat away from the stream. This will be the same for the large river;
however, the net longwave radiation flux will be a greater heat loss because the large river will receive less incoming longwave
radiation than the small stream. This difference in incoming longwave radiation is due to the greater canopy cover for the
small stream, which has higher emissivity compared to the atmosphere. Since there will be greater subsurface flow and stream
discharge due to wetter winter conditions, advection associated with upstream discharge and groundwater inflow will be major
components of the energy balance. Energy transfer at the stream–bed interface will consist of a minor heat input to both the
small stream and large river due to the sediments below the streambed being generally warmer than the stream.

This simplified seasonal energy balance for small streams and large rivers in a forested, rain-dominated Mediterra-
nean climate helps illustrate key differences in the various energy exchange processes. Streams in other landscapes with
different climate, hydrology, geology, vegetation, and anthropogenic influences, such as dams, industrial water with-
drawals, and effluent, will be characterized by energy exchanges differing in magnitude and direction, both seasonally
and across spatial scales. We focused on net seasonal fluxes in our case, and readers interested in diel patterns in stream
energy budgets are referred to examples from other papers (e.g., Brown, 1969; Hebert et al., 2011; Webb &
Zhang, 1997). Researchers and practitioners can draw upon the qualitative descriptions of energy fluxes and their con-
trolling factors presented in this paper to conceptualize which fluxes control their system of interest, how these fluxes
might respond to environmental or management changes, and to inform observational and modeling strategies.

5 | CONCLUSION

The thermal regime of a stream is the result of complex energy exchange processes, the magnitude and direction of
which vary in space and time. Stream energy processes can be organized as stream surface energy exchanges (solar and
longwave radiation, and sensible and latent heat fluxes), streambed exchanges (bed conduction, hyporheic exchange,
and friction), and advective exchanges associated with hydrologic processes (surface and subsurface inflows, industrial
effluent and water withdrawals, and in-channel flows). The importance of solar radiation is well recognized; however,
other processes, in particular advective exchanges, can be critical controls on stream temperature at a range of spatial
and temporal scales. An energy and water balance approach is an effective and transferable framework for investigating
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and understanding the dominant energy exchanges driving stream thermal regimes and their response to environmen-
tal and anthropogenic changes. Practitioners and researchers in a range of fields concerned about stream temperature
will benefit from applying this conceptual framework to their stream systems.
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Subject: Supplemental Tunnel Hydraulic Modeling 

Revision No. Date Description 

0 09/02/2022 Initial draft 

1 10/03/2022 Revised draft based on Perpetua Resources comments 

2 11/12/2022 Final draft based on Perpetua Resources comments 

3 12/09/2022 Final 

1 . 0 Introduction 

This Technical Memorandum (TM) provides supplemental hydraulic modeling results evaluating low­
flow perfonnance of the proposed tunnel fish way for Perpetua Resources Idaho, Inc.' s (Perpetua' s) 
Stibnite Gold Project (Project) . Section 1 presents the Project overview, including background, task 
description, purpose, and design crite1ia adopted in previous Project-related research. Sections 2 and 3 
intrnduce hydraulic calculations and modeling for evaluating weir flow in the fishway, respectively. 
Conclusions are provided in Section 4. 

1.1 Background and Purpose 

1.1.1 Project Background 

Perpetua intends to re-open and expand the Stibnite Mine leading to eventual restoration and closure. In 
accordance with the mine development plan, the East Fork South Fork Salmon River (EFSFSR) must be 

dive1ted through a tunnel around the Yellow Pine pit (YPP). The EFSFSR Diversion Tunnel is a critical 
component of the successf11l development of the Stibnite Gold Project. 

McMillen Jacobs Associates (2017; 2018; 2019) previously performed the preliminary tunnel design, 
including tunnel routing, hydraulic analysis, and civil design, to suppmt the inclusion of an in-tunnel 
fishway. The previous study introduced hydraulic modeling using a Computational Fluid Dynamics 
(CFD) model. 
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1.2 Project Description 

The location of the Project is approximately 10 miles east of the town of Yellow Pine, Idaho, in the Boise 
National Forest, but administered by the Payette National Forest. The area surrounding the Project has 
been mined since the late nineteenth century by several different companies. Because of this mining 
legacy, the EFSFSR presently flows through the open YPP, forming a pit lake in the pit bottom, below a 
steep section of stream where the EFSFSR flows over the abandoned highwall. The existing YPP lake has 
an estimated maximum depth of 35 feet and a volume of 92 acre-feet (Brown and Caldwell 2017). Based 
on LiDAR data collected in 2009, the stream reach immediately upstream of the YPP has a 27% slope for 
at least 230 feet, reducing to 13% for the next 220 feet. These conditions are impassable for even the 
strongest salmonids ( e.g., steelhead). 

As noted above, the Project proposes to design a tunnel that will adequately convey water around the YPP 
for up to 12 years following mine commissioning to provide water diversion and fish passage around the 
YPP during future mining operations. Typical fish passage is designed to operate successfully within a 
narrow range of flows that have been diverted specifically for the passage component. For this Project, 
the design will need to account for the full range of EFSFSR flows between 95% and 5% exceedance 
during the respective migration periods for Chinook salmon, bull trout, steelhead, and potentially 
westslope cutthroat trout. 

Diverting flows of the EFSFSR into a tunnel will require a diversion structure to re-route flows of the 
EFSFSR from its nomial path. This diversion is expected to be located several hundred feet upstream of 
the upstream tunnel portal. Between the diversion and the upstream tunnel portal, an excavated approach 
channel is anticipated that will transition the river from its historical channel to the tunnel portal at the 
base of the hillside. The approach channel would have a low gradient to allow large-diameter bedload to 
fall out prior to reaching the tunnel portal. A debris rack is also anticipated as part of the design and 
would be located upstream of the upstream tunnel portal within the approach channel. The debris rack 
would exclude large woody debris and sediment larger than cobble size from the tunnel. An area for 
debris and sediment accumulation would be provided near the debris rack that could be accessed by 
tunnel maintenance equipment and personnel to clear out debris as part of routine maintenance. 

The tunnel would be designed to convey the at least 500-year flow of the EFSFSR, which is 
approximately 721 cfs at the anticipated downstream tunnel portal location. The tunnel is also expected to 
provide vehicular access along the entire length of the tunnel for routine maintenance. Vehicular access 
would allow access to for routine cleanout; access to lighting, conduit, and structural features such as 
tunnel supports; and fish passage feature repair. To accommodate vehicular access, promote sediment 
passage, and accommodate the 500-year flow with a free board allowance of approximately 20% of the 
tunnel height, the tunnel section will be 15 feet high by 15 feet wide and D-shaped. This shape and size 
will provide sufficient space between the 500-year water surface elevation and the crown of the tunnel to 
allow for any lighting fixtures incorporated into the design. 

As part of the site-wide water management plan, Perpetua plans to construct a contact water pond 
(Midnight Pond) upstream of the YPP with a booster tank from which water will be pumped for either 
water treatment and discharge or use in the process plant. In times of site-wide water deficit, Perpetua 
intends to supplement the site water balance with as much as 4.5 cfs of raw water from the EFSFSR. This 
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raw water is to be supplied by a new intake and pipeline from the EFSFSR to the booster tank, and would 
consist of the following elements: (1) an approved National Marine Fisheries Service (NMFS) compliant 
fish screen and intake, (2) a small wet well and pump house that will house the pumps, valves, controls, 
and other appurtenances, and (3) a pipeline extending up the adjacent hillside to the proposed location of 
the booster tank. The intake and screens would be situated at the tunnel headworks, upstream of the 
control weir. 

Because of the possibility of flow depletions in the EFSFSR as a result of both pit dewatering and surface 
and groundwater withdrawals for process makeup water during low flow periods, the low fish passage 
design flow could be reduced from the cun-ent 95% exceedance flow of 8.2 cfs. For this reason, it is of 
interest to determine the minimum flow rate that the fishway can accommodate while meeting fish 
passage design criteria. 

1.2.1 Task Purpose 

The purpose of this task is to provide supplemental hydraulic modeling of the tunnel fishway and to 
investigate the lowest possible tunnel fishway flow that satisfies established fish passage design criteria 
by modifying the fishway weir geometry. Specifically, the analysis determines the lowest possible 
inflows that meet threshold flow depth and velocity criteria by way of iterative hydraulic modeling. 

To this end, the following TM presents simple hydraulic calculations used to develop an approximate 
range of inflow boundary conditions to the CFD model, the CFD modeling setup and approach, and CFD 
model optimization and results. 

1.3 Summary of Design Criteria 

Mc Millen Jacobs Associates (2017; 2018) developed several design criteria related to fish passage, a 
subset of which is presented in Table l and is pertinent to this task. 

Because the interest of this analysis is on determining the minimum flow through the fishway that can 
still meet the design criteria identified in NMFS (2022) and McMillen Jacobs Associates (2018), 
adjusting the fishway weir width to reduce the overall flow area over the weir would be one method of 
investigation. Although NMFS (2022) does not provide explicit criteria for pool-and-weir fishway weir 
lengths, a minimum width of 15 inches is presented for orifices, based on Bell (1991). This minimum 
width is considered adequate to accommodate large-bodied salmonids such as Chinook salmon and 
provides slightly more horizontal space for passage than does the 10-inch criterion for bar spacing of 
coarse trash racks in the presence of Chinook (NMFS 2022). For these reasons, a minimum weir length of 
15 inches is assumed. 
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Table 1. Design Criteria to be Reviewed 

Criteria Value Reference 

Minimum Flow Depth 1 ft 
McMillen Jacobs 
Associates (2018) 

Maximum Flow Velocity over Weir - Bull Trout Burst Speed 6.6 ft/s 
McMillen Jacobs 
Associates (2018) 

Maximum Flow Velocity over Weir - Chinook Salmon Burst Speed 22 ft/s 
McMillen Jacobs 
Associates (2018) 

Maximum Hydraulic Drop between Fish Ladder Pools 12 in. NMFS (2011) 

Minimum weir length 15 in. See text above. 

2.0 Hydraulic Calculations 

Hydraulic calculations were developed to identify a flow range for CFD simulations. Because the CFD 
exercise was designed to be iterative, it was of interest to reduce the "computational expense" of the 
modeling effort by identifying this range first using hand calculations. As an additional benefit, these 
calculations also serve to cross-validate model results. 

2.1 Assumptions 

Hydraulic calculations were predicated on the foBowing assumptions: 

1. Flow over the upstream control weir is not considered because the crest elevation of the 5-foot 
control weir is higher than the water surface upstream of the first fishway weir at a 1 -foot flow 
depth over the weir and therefore the upstream control weir is not activated over the range of 
flows considered in this analysis. The control weir is activated at approximately 25 cfs approach 
flow - considerably greater than the baseflow conditions analyzed herein, with or without 
depletions. 

2. The energy loss over the fishway weir is small and can be ignored. 

3. The depth over the weir is estimated as the average of the upstream and downstream heads. The 
value is used for the evaluation of flow depth design criteria. 

2.2 Calculation Method 

The fishway weir is a submerged weir, with the submerged weir flow theoretically calculated as the 
difference between the free-flow discharges due to upstream and downstream heads (Villemonte, 1947). 
The flow can also be approximated with the upstream and downstream head using experimental results 
(Villemonte, 1947; Fox and McDonald, 1994). The weir flow and head can be calculated by comparing 
both flow values. Consequently, the overall procedure for the hydraulic calculation can be derived as 
shown in Figure 1. At first, the upstream head is assumed, then the downstream head is calculated with 
the required flow depth. Secondly, free-flow discharges from both heads are calculated, and then the 
theoretical weir flow is computed as the difference between the free-flow discharges. Thirdly, 
experimental weir flow is computed, assuming the hydraulic loss can be ignored. Lastly, the upstream 
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head is repeatedly adjusted to minimize the difference between both calculated weir flows. For the 
upstream head adjustment, the "solver" function in Excel is used in this calculation. Detailed equations 
and input parameters are discussed in the next section. 

I• 

No 

Figure 1. Hydraulic Calculation Procedure 

2.3 Hydraulic Calculation 

2.3.1 Input Variables 

Figure 2 shows the definition of several hydraulic and geometric variables. Upstream head (H,) and 
downstream head (H2) are both measured from the channel bottom. The weir crest height (zw) from the 
channel bottom is fixed at 2 ft, and the minimum flow depth over the crest is 1 ft, satisfying design 
criteria. Finally, the minimum weir flow height is 3 ft by adding the minimum flow depth to the weir crest 
height. 

Figure 2. Schematic of a submerged weir flow 
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2.3.2 Hydraulic Equation 

For the free-flow discharge due to hydraulic head, the following equation is used (Fox and McDonald, 
1994): 

where, Qr= free-flow discharge, [ft3/s] 
Cd= discharge coefficient 
L = weir width, [ft] 
g= gravitational acceleration (32.17 ft/s 2

) 

H= hydraulic head, [ft] 
Zw = weir crest height (2 ft) 

The discharge coefficient is mainly affected by geometry and can be approximated using (Fox and 
McDonald, 1994): 

H 
Cd = 0.59 + 0.08(- - 1) 

Zw 

(1) 

(2) 

As a reasonable first guess, the upstream head (H1) is assumed to equal 3.500 ft. Because the downstream 
head (H2) is equidistant from the weir flow elevation, and the weir flow elevation is assumed to be 1 ft 
above the weir crest (i.e., 3 ft above the channel bottom), the downstream head is calculated as 2.500 ft, 
and the free-flow discharges upstream and downstream are determined initially as shown in Table 2. 

Table 2. Calculation example on upstream and downstream free-flow discharge 

H [ft] Zw [ft] Cd H"zw[ft] L [ft] 0t[ft3/s] 

Upstream 3.500 2 0.650 1.500 1.25 8.466 

Downstream 2.500 2 0.610 0.500 1.25 1.529 

Therefore, as the difference between the upstream and downstream free-flow discharges, the theoretical 
flow over the submerged weir is calculated as 6.937 f'l:3/s. 

The weir flow can also be determined based on the experimental relationship of the head ratio over the 
crest, according to (Villemonte, 1947): 

where, Qw= weir flow over the submerged weir, [ft3/s] 
n, m = exponents 

(3) 
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Typically, m equals 0.385, and for a rectangular contracted weir, the exponent n is 1.45 (Villemonte, 
194 7). Although the weirs in the proposed fishway are only contracted on one side, these values are 
nevertheless adopted for simplicity. Assuming that energy loss can be ignored, the weir flow can be 
determined approximately as: 

Based on this equation and the initial assumptions above, the weir flow is approximately 5.869 ft 3/s. 

Using these methods, the upstream head is determined by iteratively adjusting its value so that the weir 
flow in Eq. (4) is the same as the weir flow calculated from Table 2. Going through this exercise, the 
resulting upstream head is 3.255 ft, and the weir flow is 3.556 ft3/s. 

2.3.3 Results and Simulation Cases 

(4) 

As demonstrated above, when flow depth is 1 ft, the upstream head and weir flow are expected to be 
3.255 ft and 3.556 ft3/s, respectively. The average velocity over the weir is estimated as 2.84 ft/s. This 
satisfies the design criteria of Table 1. In this equation, the hydraulic drop (the subtraction of the 
downstream head from the upstream head) is 0.5 ft, which is substantially larger than zero, suggesting 
that the actual flow rate might be more than calculated in the spreadsheet. Therefore, CFD simulation 
flows were derived by multiplying the previously-calculated flow rates by a scaling factor. Scaling factors 
were developed using judgment in an attempt to bound the results that would be reflected in the CFD 
model. The scaling factors range from 1.40 to 2.25, and the simulation flows range from 5.0 ft3/s to 8.0 
ft3 /s. Consequently, the cases shown in Table 3 were simulated in CFD and evaluated against the 
minimum flow depth design criterion. The flow rates are used for CFD model inflow boundary conditions 
in each case. 

Table 3. Simulation cases for 1-foot flow depth 

Simulation Cases Case 1 Case 2 Case 3 Case4 

Scaling Factor 1.40 1.85 2.00 2.25 

Volumetric Flow 
5.0 6.6 7.1 8.0 

Rates, [ft3/s] 

Additionally, flow at 2 feet of depth was also calculated to determine the maximum flow rate over the 
weir beyond which the upper pmiion of the weir wall would be overtopped. Overtopping of the upper 
portion of the weir wall is not ideal from a fish passage perspective because it could falsely attract fish to 
pass over that portion of the weir, which is inherently more difficult, rather than attempting to pass over 
the weir notch, which is much more passable by design. This upper flow limit was calculated to be 16.1 
ft3/s. Applying scaling factors ranging from 0.90 to 1.55, simulation flow rates ranged from 14.5 ft3/s to 
25.0 ft3/s for the cases shown in Table 4. 
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Table 4. Simulation cases for 2-foot flow depth 

Simulation Cases Case5 Case 6 Case 7 case a 
Scaling Factor 0.90 1.00 1.25 1.55 

Volumetric Flow 
14.5 16.1 20.2 25.0 

Rates, [ft3/s] 

3.0 Hydraulic Modeling 

3.1 Model Development 

The commercial software, FLOW-3D by Flow Science, Inc, was used for the fish passage modeling. The 
software solves the N avier-Stokes equations of fluid flow in three dimensions. It is widely used for 
analyzing open channel flow on water resources projects. The simulation results are solved and evaluated 
in a quasi-steady state. Less than 1 percent variation from the mean indicates that the simulation is nearly 
steady state. Post-simulation work for analyzing the results was performed using FLOW-3D POST 1.1.0. 
All simulations were solved with 16 cores in a Microsoft workstation (Operating system: Windows 
Server 2019, Memory: 128 GB, CPU: Intel Xeon 2.20 GHz). Details on model setup are discussed in the 
sections below. 

3.1.1 Assumptions 

The CFD model setup includes the following assumptions: 

1. Isothermal conditions are used. Even though the effect will be very minor, heat can nevertheless 
affect the viscosity of flow. 

2. The flow over the weir is affected by the adjacent upstream and downstream fishway pool. 
Because the model only includes three weirs, the interior weir was adopted as the representative 
weir because it is unaffected by upstream and downstream boundary conditions. 

3. The hydraulic modeling ignores any materials entrained in the flow path such as debris or 
sediment. The modeling simulates low-flow conditions during which little or no debris or 
sediment is transported; in addition, control measures are in place upstream for capturing debris 
and sediment. Therefore, this is expected to be a reasonable assumption. 

3.1.2 Governing Equations 

The volume-averaged conservation of mass and momentum in steady state are given by the following 
equations, respectively: 
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V · (pV) = 0 

V · (pVV) = -Vp + V · (WVV) + pg 

where, p = density [lb/ft3
] 

V= velocity [ft/s] 
µ = viscosity [lb s/ft2] 
p = pressure [lb/ft2

] 

The Renormalized Group (RNG) model was used for solving turbulence closure, which is widely 
accepted for open channel water flow problems. 

3.1.3 Geometry and Mesh 

(5) 

(6) 

The simulation domain and geometry are shown in Figure 3. The geometry of the simulated area is 120 x 
40 x 9.5 ft, presenting a part of the upstream end of the fishway. It includes the 4-foot-tall control weir, a 
5-foot-tall divider wall, and three fishway weirs. The distance between the adjacent fishway weirs is 22 ft. 
The 1st and 3rd weirs are affected by inflow and outflow boundary conditions, respectively. The 2nd weir is 
chosen for the detailed analysis of simulation results. The fishway weir crest is 2 ft from the channel 
bottom, and its width is 1.25 ft (15 inches). The width was established initially as 2 ft (McMillen Jacobs 
Associates, 2018), but is modified here to help identify the lowest possible fish way flow that still meets 
the fish passage design criteria (see discussion in Section 1.3). The width of the fishway and accessway 
are 5 ft and 9 ft, respectively. The thickness of the divider wall is 1 ft. Thus, the overall width of the 
EFSFSR tunnel is 15 ft. The longitudinal slope of the tunnel accessway and fishway is 4.5%. 

Control ----
Weir 

y 
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3.1.4 Initial and Boundary Conditions 

The initial water surface elevation is 61 .5 ft, which is referenced to an arbitrary model-only datum. All 
computed fluid regions are submerged to some extent, but all water is discharged through outflow 
boundaries. The closer the initial condition to the steady state results, the shorter the overall simulation 
time. The simulation boundary conditions specify a user-specified volumetric flow rate at the upstream 
end and an outflow boundaiy condition at the downstream end of the domain. Symmetry boundary 
conditions are applied to other boundaries. The flow rate boundary condition uses a fluid elevation of 60.5 
ft to initially approximate the 1 foot of flow depth over the weirs. The symmetry boundary condition is 
subject to a zero-gradient condition at the boundary and a zero-velocity condition normal to the boundary 
(Flow Science, 2015). 

Roughness is applied at the solid boundary. The roughness in FLOW-3D is simulated with roughness 
height (Flow Science, 2015). A roughness height of 0.001 ft is used for the concrete surface. 

3.2 Results and Discussion 

3.2.1 Mesh Adjustment 

Typically, fine meshing leads to accurate simulation results. However, it also incurs a high 
"computational expense" due to the associated small timestep size and resulting large number of solutions 
required. Cell size was therefore investigated to determine the optimum cell size for widescale simulation. 
Results are shown in Table 5 along with associated simulation runtimes and results. 

Table 5. Model cell size vs. model performance. 

Cell size [ft] Numbers of Cells Runtime [hrs] Flow Depth [ft] 

0.350 1,055,754 6.1 0.54 

0.300 1,702,400 6.1 0.72 

0.275 2,212,700 16.5 0.74 

0.250 2,918,400 25.3 0.72 

Table 5 shows the simulation cases that were run to define the optimal mesh size. The simulation was run 
with a 5 ft3/sec inflow condition. From the table, as cell size decreases from 0.350 ft to 0.250 ft, the 
number of cells increases by approximately 2.9 times from 1 million to 2.9 million. Runtime is also 
significantly increased by more than three times. At a cell size of 0.350 ft, it takes about 6 hours, while 
over 25 hours are needed using a cell size of 0.250 ft. The flow depth can be obtained from point data in 
the cross-section flow over the weir crest. Figure 4 shows the relationship between the number of 
cells/runtime and the flow depth. In Figure 4, the abscissa presents flow depth over the 2nd weir crest, and 
the left ordinate and right ordinate denote the number of cells and runtime, respectively. As previously 
mentioned, fine meshing can lead to more accurate results, but runtimes are significantly increased. As 
shown in Table 5 and Figure 4, the model error gradually decreases with decreasing cell size, with 
decreases in model enor tapering off sharply as the mesh cell size approaches 0.300 ft. Therefore, a cell 
size of 0.300 ft was determined to be optimal for running the various models to acquire flow depth over 
the weir, considering computational load and accuracy of simulation results. 
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Figure 4. Simulation results with cell numbers and solving time 

3.2.2 Simulation Cases 

The following section presents the CFO simulation case results for both 1 foot and 2 feet of depth over 
the fishway weir. The section provides results for water depth over the weirs, associated flow rates, and 
average cross-sectional velocities over the weirs. 

3.2.2.1 1-foot Flow Depth 

The point data in each cell is used to detenn ine the I -foot flow depth. The points are limited to the cross­
section in the middle of the 2nd weir. The I -foot flow depth is derived by subtracting the weir crest 
elevation from the free surface elevation. The point data were also evaluated against other design criteria, 
such as velocity over the weir and hydraulic drop between pools. Table 6 shows the simulation results to 
determine the flow rate for ]-foot flow depth over the weir. 

Table 6. Results for Cases 1 through 4. 

Case Flow Rate [cfs] Weir Depth [ft] 

1 5.0 0.72 

2 6.6 0.92 

3 7.1 0.99 

4 8.0 1.08 

The values presented in Table 6 result in the following linear regression line: 

Flow Depth [ft] = 0.1213 x Flow Rate[f t 3 /s] + 0.1206 (7) 

This regression line has a p-value much less than 0.05 and a coefficient of determination (R2
) of 0.997. 

Therefore, the relationship shown in Equation 7 is considered statistically significant and reliable for 
estimating the flow depth. The I-foot flow depth calculated by this curve occurs at 7.25 ft3/s, and ranges 
from 6.89 to 7.61 ft3/s considering a ±5% confidence level, as shown in Figure 5. 
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Figure 5. Case study results for estimating the flow rate corresponding to 1 foot depth 

The simulated velocities over the weir are presented in Table 7, along with associated standard deviations. 
Although the velocities vary, the average velocity is less than the maximum design criterion of 6.6 ft/s. 

Table 7. Velocity over the weir in 1-foot depth cases 

Case 1 Case 2 Case 3 Case 4 

Volumetric Flow 
5.0 6.6 7.1 8.0 

Rate [ft3/s] 

Average velocity 
5.80 6.13 6.10 6.20 

[ft/s] 

Standard 
0.58 0.64 0.63 0.62 

deviation [ft/s] 

For calculating the hydraulic drop between pools, upstream and downstream cross-section data are used. 
The upstream and downstream cross sections are located 10 ft from the weir in the upstream and 
downstream directions. As depicted in Figure 6, both upstream and downstream heads increase with flow 
rates, but the hydraulic drop between pools is nearly uniform at 0.66 ft in all cases. Because the hydraulic 
drop between pools is less than the design criterion of 1.0 ft in all cases, each case satisfies the design 
requirement for hydraulic drop. Consequently, 7.25 ft3/s of volumetric flow rate will meet the 
minimum flow depth of 1 ft as well as the other design criteria such as velocity and hydraulic drop. 
Lower flow rates will meet velocity and hydraulic drop criteria, but will have less than 1 foot of 
depth over the weir. 
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Figure 6. The hydraulic drop between pools in Case 1 to Case 4 (1-ft depth scenario) 

3.2.2.2 2-foot Flow Depth 

This section presents the results in Case 5 through Case 8 to determine the volumetric flow rate for 2 feet 
of flow depth over the weir. The calculation of the flow depth utilizes point data in the cross-section, as 
explained in the previous section. To prevent overflow from the upstream control weir, the modeled 
control weir crest height artificially increases for the high flow rates. As shown in Figure 7, each point 
presents simulation results between flow rates and flow depth in the 2nd weir. To determine the flow rate 
for 2-foot flow depth, a linear regression was performed as in the previous case analysis. The linear 
regression is derived as 
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Figure 7. Case study results for estimating the flow rate corresponding to a 2-foot depth 
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The regression curve has a p-value of 0.019 and a coefficient of determination greater than 0.96. Thus, the 
curve is statistically significant and reliable. Eq. (8) results in a flow rate of 18.97 ft3/s for 2 feet of 
depth. Applying a ±5% confidence level, the flow rate is between 18.02 and 19.92 ft3/s, as depicted in 
Figure 7. 

The average velocities for Case 7 and Case 8 are over 6.6 ft/s, as reported in Table 8. However, the 
average velocity is derived from the flow over the submerged weir in those cases, which is higher than the 
anticipated threshold flow rate of 18.97 ft3/s. For this reason, weir flows at 2 feet of depth are expected to 
have associated velocities at or below 6.6 ft/s. 

Table 8. Velocity over the weir in 2-foot depth cases 

Case 5 Case 6 Case 7 Case 8 

Volumetric Flow 
14.5 16.1 20.2 25.0 

Rate [ft3/s] 

Average velocity 
6.28 6.30 6.69 7.29 

[ft/s] 

Standard 
1.44 1.22 0.89 1.08 

deviation [ft/s] 

The hydraulic drop between fishway pools for Cases 5 through 8 is greater than in the I-foot depth cases, 
as shown in Figure 8. Nevertheless, the maximum hydraulic drop is still less than the I-foot design 
criterion. Consequently, the hydraulic simulations presented above show that the flow rate over the 
weir at 2 feet of depth is 18.97 ft3/s and that this flow rate meets the pertinent design criteria for 
depth, hydraulic drop and velocity. The control weir will therefore have a crest elevation set to pass the 
remainder of the 5% exceedance flow (54.00 cfs - 18.97 cfs = 35.03 cfs). This is expected to be 
approximately 0.3 feet below the contracted fishway weir, leaving approximately 1. 7 feet of vertical 
space over the fishway weir for river flows below the 5% exceedance flow. In other words, at the low fish 
passage design flow water will not be split between the fishway and the control weir. 
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Figure 8. Hydraulic drop between pools in Cases 5 through 8 (2-ft depth scenario) 
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4.0 Summary and Conclusions 

The hydraulic modeling described in this TM was developed to detem1ine the volumetric flow rates that 
lead to a 1- and 2-foot flow depth over the fishway weir in the EFSFSR Tunnel. These flow depths are of 
interest because a I -foot depth meets an important fish passage criterion for minimum depth at the low 
fish passage design flow (95% exceedance flow) and a 2-foot depth corresponds with the outer wall 
height of the weir and the high fish passage design flow (5% exceedance flow). These two flow depths 
therefore capture the range of fish passage design flows for the facility. A variety of inflow rates were 
used as boundmy conditions to a CFD model of the fishway. The inflow rates were determined by a 
spreadsheet model to develop a finite set of cases that would allow the modeler to identify flow rates 
corresponding with 1 foot and 2 feet of weir flow depth at a lower computational cost. 

Hydraulic calculations using the spreadsheet model estimated flow rates of 3.5 f't3/s for 1 foot of weir flow 
depth and 16.1 ft3/s for 2 feet of weir flow depth. Several scaling factors were determined using 
engineering judgment to arrive at a series of cases with different flow rates to help minimize the number 
of iterations required for CFD model simulation. The resulting flow ranges for CFD modeling were 5.0 
ft3/s to 8.0 ft3/s for the I-foot depth, and 14.5 to 25.0 ft3/s for 2-foot flow depth. 

Prior to commencing with CFD simulation, the cell size was reviewed in order to identify the optimal cell 
size in terms of model accuracy and computational efficiency. Results indicate that a 0.3-foot cell size is 
optimal. 

Results of the CFO simulations indicate that a flow rate of 7.25 ft3/s (6.89 to 7.61 ft3/s, ±5% confidence 
level) is required to achieve a I-foot weir flow depth over a 15-inch-wide weir; lower flows will result in 
flow depths not meeting the I-foot criterion. Results also indicate that a flow rate of 18.97 ft3/s (18.02 to 
19.92 ft3/s, ±5% confidence level) is required to achieve a 2-foot weir flow depth. In both of these cases, 
the average velocity over the weir is expected to be less than 6.6 ft/s, which satisfies fish passage criteria 
for maximum velocity. 

For smaller non-anadromous species such as Cutthroat trout, the flow depth criterion will be lower. 
Although passage criteria for these species do not govern the overall design, it is of interest to Project 
stakeholders what the lower limits of passability through the fishway for these and other species might be. 
To this end, the results presented above for the lowest flow case (Case 1) may be instrnctive, whereby a 
total fishway flow of only 5 cfs leads to a weir flow depth of 0. 72 feet, an average velocity of 
approximately 5.8 ft/s, and a hydraulic drop from pool to pool of approximately 0.64 feet. 
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EFFECTS OF LOGGING . 
Fig. I. Ae,iffl v1ew of the road "etwor\ i" • 
i•mmer lo99in9 operetion during the period 
1955 to 1959 in Iha Cow Cruk drainage, 
Payelte N.tional For2st, lclaho. 8 ♦woon 25 
to 30 porcent of th11 aru wH ba,ecl by ro•d 
con dn,cti on. 

AND LOGGING ROADS ON 

EROSION AND SEDIMENT DEPOSITION 

FROM STEEP TERRAIN 

ABSTRACT-Erosion plots and sediment dams were used 
to evaluate the effects of jammer and skyline logging sys­
tems on erosion and sedimentation in steep, ephemeral 
drainages in the Idaho Batholith of central Idaho. Five-year 
plot data indicated that no difference in erosion resulted 
from the two skidding systems as applied in the study. Sedi­
ment dam data obtained concurrently showed that the log­
ging operations alone (excluding roads) increased sediment 
production by a factor of about 0.6 over the natural sedi­
mentation rate. Roads associated with the jammer logging 
system increased sediment production an average of about 
750 times over the natural rate for the six-year period fol­
lowing construction. 

The more accessible timbered areas in the southern 
part of the Idaho Batholith in south-central Idaho were 
logged, using either tractor or jammer-skidding meth-
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ods, during the 1940's and 1950's. Soil disturbance, 
erosion and subsequent downstream sediment damage 
from these methods were minimal, primarily because 
logging was confined to areas of subdued topography 
( 4). However, when logging was begun on areas of 
steeper topography, these methods became undesirable 
because tractor skidding was hazardous on slopes where 
gradients exceeded 50 percent, and jammer skidding 
required a dense network of roads. Some of these 
jammer-logging operations on steeper slopes disturbed 
25 percent or more of the area by construction alone 
(Fig.]). 

In 1955, the Brown Tie and Lumber Company, 
using a mobile spar, did the first skyline logging in the 
Idaho Batholith. Although the new method was not 
entirely satisfactory, it was encouraging because logs 
could be skidded more than twice as far as when using 
a jammer; thus, only about half as much road construc­
tion was required. In addition, soil disturbance and 
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damage to the residual stand were minimized because 
the logs were often partially or completely suspended 
for most of the distance from the stump to the landing. 

Initial results of skyline logging showed enough 
promise to warrant additional study. In H59 the Zena 
Creek Logging Study was established on about 15,000 
acres of steep mountain lands in south-central Idaho. 
This joint venture included: (a) a timber sale using 
mobile spar and radio controlled sky car equipment 
(skyline), conventional jam mer and tractor skidding 
methods; (b) an administrative study to inventory 
resource values and evaluate costs and effects of timber 
sale operations and treatments; and (c) research on 

, impacts of logging on watershed values, tree planting 
success, time-eost evaluations of log yarding and load­
ing and road engineering ( 3). 

This study was a major part of the watershed man­
agement research program designed to compare the 
effects of jammer vs. skyline logging systems with 
respect to on-site erosion and subsequent sediment 
movement into ephemeral stream channels. Its justifica­
tion was based on indications that logging and attend­
ant road construction in the vicinity were damaging 
the fishery resources of the South Fork of the Salmon 
River, especially the anadromous fish (5). 

Description of the Study Area 

The study area (Fig. 2) is located near the conflu­
ence of the Secesh River and the South Fork of the 
Salmon River in the south-central portion of the 16,-
000-square-mile Idaho Batholith. It is near the head of 
the Deep Creek drainage at an elevation of about 5,000 
feet mean sea level. The sandy loam to loamy sand 
soils average about 16 inches deep and exhibit little or 
no B-horizon development. They are formed from 
acidic, intrusive bedrock; quartz monzonite is dominant. 
Annual ,precipitation averages 28.3 inches. About 60 
percent occurs during the colder months as snowfall, 15 
percent as rain during the period from June through 

W. F. Megahan W. J. Kidd 

Megahan is principal forest hydrologist, Intmtn. Forest and 
Range Exp. Sta., Ogden, Utah, stationed at ·Forestry Sci. Lab., 
Boise, Idaho; Kidd was formerly at the Forestry Sci. Lab., 
Boise, and is now with the NE Area, State and Private For­
estry, Columbus, Ohio. 
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1 Two plots were obliterated by road construction; one by logging 
on the jammer unit. In some inst11nces, plot data were rejected 
because of such accidental errors as trampling py deer and elk, 
effects of ground squirrels, etc. 

2 Jammer roads built in October 1961. 
3 Both units logged during October and Novemher 1962. 

August, and the remainder during the spring and fall. 
Slopes are steep, averaging 67 percent, with the domi­
nant aspect west grading to northwest and southwest on 
finger ridges. Prelogging volumes of commercial timber 
totaled 12,560 bd. ft/ acre on the jammer unit and 
11,210 bd. ft/ acre on the skyline unit, consisting of 
about 75 percent ponderosa pine and the remainder 
Douglas-fir. 

Study Design 

The average width of Deep Creek study area was 
550 ft. extending from the drainage divide to a lower­
lying main log-haul road (Fig. 3). The long axis of the 
area was about 3,200 ft. and bisected the top of 
numerous small, ephemeral drainages. The area was 
divided into two cutting units of 21.5 and 22.4 acres, 
where jammer and skyline logging systems, respective­
ly, would be applied. 

The study ,was designed to compare on-site erosion 
and subsequent movement of sediment that was the 
result of the above two logging systems in the ephemer­
al stream channels. Installations consisted of eight 
1/100-acre erosion plots with wooden borders and 
catch troughs in each cutting unit, and eight sediment 
dams in ephemeral drainages. Five dams were in the 
skyline unit and three in the jammer unit. The erosion 
plot data provide a comparison of the effects of the two 
logging systems on on-site erosion, excluding road con­
struction. Sediment data from dams represent the effect 
of felling and skidding on the skyline unit and felling 
and skidding plus road construction on the jammer 
unit. 

The sediment dams and erosion plots were construct­
ed in November 1960 and September 1961, respective­
ly. Standard construction practices were used to build 
the jammer roads during October 1961. During the 
period from October 25, 1962, to November 14, 1962, 
230,000 and 214,000 bd. ft. of timber were removed 
from the skyline and jammer units, respectively. Stand­
ard post-logging erosion control measures were in­
stalled on the jammer roads including water bars and 
grass seeding. 

137 

I 
I 
I 



Table 2. Average Sedimeflt Auumwlatiot11 in Daffi• in Eph meral Draina9ea 

Jammer unit yline unit 

Sample 
Elapsed Avera verage 

un:mcnt time ediment caught Total ar cdimcnt ught Tot I are 
periods (day') (ton I q. mile) (ac ) (ton ,/sq. mil ) (acr ) 

11/(,0- 6/61 232 0 3 10 . 0 s 12.0 
6/61 - 6/621 372 5,424 3 10 .0 0 5 12.0 
6/62- 10/62 121 402 3 10 .0 0 s 12.0 

I0/62- 11 /62 21 - - - - - Period f I gging on both units 10 sediment ur men -----
11 /62 5/63 196 440 3 10.0 4 5 12.0 
5/63- 9/63 114 224 3 10 .0 38 5 12. 0 
9/63 - 5/64 252 34 3 10.0 J s 12 .0 
5/64--J 0/64 129 0 3 10.0 5 s 12 .0 

I 0/64-- 6/65 253 17,492 31 10.0 13 5 12 .0 
6/65 9/65 105 s 2 5.3 0 5 12 .0 
9/6 6/66 259 2 5. 0 5 12 .0 
6/66- 9/66 IOI 0 2 .S . 3 0 5 12 .0 
9/66- 5/67 220 61 2 5 . 3 0 s 12 .0 
5/67- 9/67 121 180 2 5 .3 4 12.0 

1 Jammer roa con tl'\Jcted October 1961. 
1 Dam number 3 irrcparabl d troyed by a land lip on 4/23/65. Field measurem nts indicated 6,030 ft' of m terial moved d wn the chan 

nel. 

Fig. 2. General view in the vicinity of the Deep Creek study 
area. Note the mobile spar, skidder-loader in operation. 

All material caught in the erosion plot troughs was 
carefully collected and dried and weighed in the labora­
tory. Sediment accumulations behind dams were sur­
veyed, using standard procedures. Data from the ero­
sion plots and sediment dams were collected twice 
annually on or about June 1 following the snowmelt 
period and near the end of the water year on or about 
September 30. Data collection continued on schedule 
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until September 1967. 

Jammer Skidding vs. Skyline Skidding 
The erosion plots were designed to catch soil eroded 

solely from within the confines of the plot border. Thus, 
the data eliminate the effects of road erosion or conver­
sely provide a direct comparison of the erosion generat­
ed by the jammer and skyline skidding systems. 

Statistical tests showed no significant differences in 
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means of the following physical characteristics of ero­
sion plots located on the two logging units: (a) slope 
aspect; (b) slope gradient; ( c) soil depth; and ( d) the 
percentage of ground cover before logging (includes 
basal area of plants plus litter). Since all drainages 
studied were in a relatively small area and there were 
no significant differences in the above physical charac­
teristics, it was possible to conduct statistical tests for 
differences in the means of erosion for plots on the 
jammer and skyline units. However, the standard devi­
ations of the erosion plot data were found to be 
proportional to the means. A loge (X + 0.5) trans­
format.ion of erosion data was used to provide a more 
reliable test for differences. A test for homogeneity of 
variances among the 22 groups of data ( two logging 
systems for 11 periods) confirmed the validity of the 
transformation ( I ) . An analysis of variance showed no 
significant differences between the two logging methods 
with respect to on-site erosion; however, there were 
differences in erosion between the measurement periods 
(Table 1). 

Usually, one would expect that skyline logging would 
produce less erosion than jammer logging. This is 
because in the skyline method the logs are usually lifted 
above the ground and carried part or most of the way 
from the stump to the landing; conversely, in the 
jammer system, logs are dragged over the soil surface 
for the entire distance. 

Maximum ground clearance is attained when skyline 
logging is used on concave slopes. However, the slopes 
on the study area varied from straight to convex and 
thus we probably experienced more soil disturbance 
with the skyline system than might be expected. In 
addition, the logs were skidded downhill by the skyline 
system. This was contrary to normal operating 
procedures and thus the loggers found it difficult to 
control the descent of the logs and still maintain ground 
clearance. This also helped increase the soil disturb-

ance and the consequent soil erosion on the skyline 
unit relative to that on the jammer unit. 

Effects of Road Construction 
Data from the sediment dams on the skyline unit 

provide a comparison of the pre- and post-logging 
conditions. Sediment data from the jammer unit allow 
us to compare sediment production for undisturbed 
conditions to sediment production after road construc­
tion and also to sediment production after road con­
struction plus logging. Finally, by comparing the two 
units we can isolate the effects of road construction on 
thejammerunit (Table2). 

Consider first the skyline unit where no measurable 
sediment deposits occurred during the two-year period 
previous to logging. Note that sediment production 
occurred immediately following logging and continued 
at a moderate rate for about 2.5 years. This was 
followed by a two-year period of no sediment. A small 
amount of sediment production occurred during the last 
four months of the study. Field observations showed 
that the sediment from the skyline unit resulted from 
e'rosion on skid trails. 

The jammer unit likewise had no measurable sedi­
ment deposition in any of the sediment dams prior to 
road construction. Then, road construction on the jam­
mer unit produced a great amount of sediment deposi­
tion. However, on the skyline unit, sediment continued 
to be too insignificant to be measured. All the sediment 
deposited in dams on the jammer unit during this 
pre-logging period resulted from erosion on roads. Sedi­
ment deposition was considerably higher on the jammer 
unit than on the skyline unit during the first three 
measurement periods following logging, again reflecting 
the added influence of road erosion. All road erosion up 
to this time had been confined to movement of individ­
ual particles within the road prisms by forces at the soil 
surface; this is often referred to as sheet and gully 

Fig. 3. A schematic map of the Deep Creek study area. 
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erosion. One of the largest rain and snow storms on 
record for this area occurred during late December 
1964. This ,was a rain on snow event that caused 
considerable landslide damage on both undisturbed and 
logged-over lands up to a maximum elevation of about 
5,000 ft. over much of southern and central Idaho. The 
following April a second series of storms released 3.4 
inches of rain on the melting snowpack while active 
snowmelt was occurring at higher elevations. This sec­
ond storm caused landslide damages up to an elevation 
of 6,000 ft. 1 Most of the damage on logged areas was 
associated with roads and was often due either to im­
proper location or construction practices such as lack 
of fill compaction, or both.2 

Similar storm events in 1955 caused natural land­
slides in the study area (Fig. 3). The lower jammer 
road was built in October 1962 across the largest of 
these old slides. During the April storms of 1965 this 
road construction failed and resulted in a slide that 
produced approximately 270 tons of material (Fig. 4). 
The slide destroyed sediment dam number 3 and 
scoured the channel to bedrock, thus preventing recon­
struction of the dam. Improper road location and 
construction practices caused this slide. 

The measurement periods following the landslide 
revealed that sediment deposition on the jammer unit 
was continuing at a higher rate than on the skyline unit. 
Again, this reflected the impact of surface erosion on 
the jammer roads. 

The average sedimentation rates on the two cutting 
units for the duration of the three test periods of: (a) 
no disturbance; (b) road construction; and ( c) road 
construction-plus-logging are shown in Table 3. 

Natural sediment deposition apparently was in­
creased an average of 0.04 ton/sq. mile/day by sky­
line logging as compared to the undisturbed state. This 
is a reasonable conclusion because field observations 
showed that erosion was occurring on skidtrails in the 
unit. 

The immediate effect of logging road construction is 
obvious. Following road. construction, sediment deposi­
tion averaged 11.81 tons/sq. mile/day as compared to 
zero for the previous period on both units and zero for 
the same period on the skyline unit. 

1 F. Jensen and G. Cole. The South Fork of the Salmon 
River storm report. Unpub. rep., Payette National Forest, Mc­
Call, Idaho. 3 6 p. 1 965. 

2 R. B. Gardner, M. J. Gonsior, and G. L. Martin. Zena 
Creek road and logging system investigations. Unpub. rep. of 
the Intmtn. Forest & Range Exp. Sta. Forest Sci. Lab., Boze­
man, Mont. 1968. 

Table 3. Average Sediment Deposition Before and After Road 
Construction and Logging on the Deep Creek Study Area 

Activities 

·Period 
of time 
sampled 

Mean st>diment 
deposition 

Jammer Skyline 
----------------

No togging, no roads 
Roads in jammer unil­

no logging 
Roads in jammer unit­

both units logged 
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Ye a rs Tons/sq. mile/day 
0.65 0.00 0.00 

1.35 11.81 0.00 

4.80 10.76 0.04 

Based upon the results of the erosion plot study, we 
can assume that the jammer and downhill skyline 
skidding methods caused equal amounts of erosion. 
Thus, we would expect an average of 0.04 ton/sq. 
mile/day of soil movement on the jammer unit follow­
ing logging; this value subtracted from the value of 
10. 76 tons/sq. mile/day (shown in Table 3) gives 
10.72 tons/sq. mile/day as the increase in sediment 
production due to road erosion after logging. The above 
values for road erosion apply to the total watershed 
area on the jammer unit. However, only a total of 2.1 
acres of the total area of 10 acres sampled was actually 
disturbed by road construction. Since the erosion was 
occurring only within this 2.1 acres, the actual erosion 
rates due to roads should be increased by a factor of 
4.76. Thus, the average erosion rate from roads on the 
jammer unit for 1.35 years preceding logging was 56.2 
tons/sq. mile/day, and the average rate for 4.8 years 
following logging was 51.0 tons/sq. mile/day. 

The best way to appreciate the effects of road 
construction and logging on sediment movement is to 
compare the rates of sedimentation generated by these 
uses to rates for undisturbed lands. As mentioned 
earlier, landslides do occur on undisturbed lands in the 
vicinity of the study area. However, data for erosion 
plots and sediment dams do not include any of these 
natural landslide events. Fortunately, sediment data 
collected in the same manner as used in this study are 
available from other similar watersheds in the immedi­
ate vicinity. These other watersheds are the Oompaul, 
Hamilton, Tailholt, and Circle End drainages of 740,-
460, 1,625, and 930 acres in size, respectively. Sedi­
ment data were collected on one or more of these 
watersheds during the six-year study period and these 
data include the effects of natural landslides within the 
drainages. The average sedimentation rate for the study 
period on the undisturbed watersheds ( weighted for 
drainage area) was 0.07 tons/sq. mile/day. 

Comparing impacts to this common base, we find 
that both of the skidding methods as applied in this 
study increased sediment production an average of 
about 0.6 times. This is in contrast to sediment produc­
tion from erosion on jammer roads where increases 
averaged 800 times and 730 times for the first 1.35 
year and subsequent 4.8 year post-construction periods, 
respectively. The average increase for the entire 
6.15-year period following road construction was about 
750 times the undisturbed erosion rate. 

Conclusions 
Erosion plot data collected over a period of more 

than five years indicated that there •was no difference 
between erosion on the jammer and skyline logging 
units. The topography and road access on the skyline 
unit were not particularly suited for skyline logging so 
that the potential advantages of skyline skidding were 
not fully utilized. Downhill skyline skidding increased 
sediment deposition an average of 0.6 times that of 
similar undisturbed watersheds in the area. Based on 
the results of the erosion plot studies, it was concluded 
that jammer skidding would lead to a similar increase 
in sediment deposition. 

In contrast, erosion from roads increased sediment 
deposition by an average of 750 times for the period of 
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Fig. 4. Mass erosion on a jammer road in the Deep Creek 
study area due to poor road location and construction prac­
tices. 

over six years following construction. The roads in 
question are typical of secondary logging roads on steep 
slopes in the area. Certainly erosion will vary consider­
ably depending on many factors; however, it is felt that 
this study presents an accurate picture of the order of 
magnitude of impact to be expected from road con­
struction in small drainages under similar conditions. 

Jammer logging in the past has required a dense 
network of roads with a maximum road spacing of 
about 400 ft. In steep country this may disturb soil on 
25 percent of the total logging area. Skyline logging 
systems permit road spacing up to 1,600 ft. or more, 
depending on the local conditions. This reduces the 
area disturbed by perhaps 75 percent and may provide 
a greater buffer area for sediment deposition between 
the roads and the stream channel. Thus, by far the 
greatest benefit to be derived from skyline logging 
systems with respect to erosion reduction results from 
reduced road mileage. This benefit lends impetus to 
logging systems that require even fewer roads than 
skyline systems on highly unstable lands. As an exam­
ple, balloon logging is presently being conducted in the 
steep mountains in central Idaho. 

The impact of road erosion indicates the obvious 
need for proper location, construction, and stabilization 
of logging roads and the use of good maintenance 
practices. Such practices have been shown to be feasible 
on roads constructed in the vicinity of the present 

MARCH 1972 

study. Gardner et al.~ indicate that much of the mass 
erosion can be eliminated by proper road location and 
construction. Bethlahmy and Kidd (2) found that sedi­
ment production resulting from surface erosion on fill 
slopes could be reduced more than 95 percent by ap­
plication of grass seed and fertilizer protected by a straw 
mulch and wire netting. 

Jam mer logging systems on steep mountain lands are 
unacceptable in many areas due to excessive sediment 
production. Skyline logging greatly alleviates this haz­
ard, but even this system is unacceptable in areas of 
extreme erosion hazard when roads are not properly 
constructed.4 The alternatives are: (a) ignore the 
damages that result; (b) eliminate logging; ( c) develop 
logging systems that require fewer roads and accept the 
responsibility and cost of properly locating, construct­
ing and maintaining roads. 

:i Gardner et al. See footnote 2. 
4 F. Jensen and L. Finn. Hydrologic analysis of the Zena 

Creek logging study area. Unpub. rep., Payette National For­
est, McCall, Idaho. 123 p. 1966. 
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Sediment production from forest roads in western Oregon

Charles H. Luce and Thomas A. Black
USDA Forest Service, Rocky Mountain Research Station, Boise, Idaho

Abstract. Prevention and estimation of soil erosion from forest roads requires an
understanding of how road design and maintenance affect sediment production. Seventy-
four plots were installed on forest roads in the Oregon Coast Range to examine the
relationship between sediment production and road attributes such as distance between
culverts, road slope, soil texture, and cutslope height. An additional comparison was made
between road segments with cutslopes and ditches freshly cleared of vegetation and
segments with established vegetation on cutslopes and in ditches. All road segments were
5 m wide and insloped with aggregate surfacing, light traffic, and no overhanging forest
cover. Sediment production was correlated to the product of segment length times road
slope squared. Sediment production from aggregate covered roads on a silty clay loam was
about 9 times greater than that from roads constructed on a gravelly loam. Sediment
production was not correlated to the cutslope height. Road segments where vegetation
was cleared from the cutslope and ditch produced about 7 times as much sediment as
road segments where vegetation was retained, showing the potential reduction in erosion
by revegetation following construction and the potential impact of ditch cleaning during
maintenance. Relationships and estimates from this study provide a basis for improved
erosion estimates by commonly used empirical procedures.

1. Introduction

Assessment of road contributions to sediment budgets gen-
erally relies on a summation of sediment production of each
road segment multiplied by the fraction delivered to the stream
[Cline et al., 1984; U.S. Department of Agriculture (USDA) For-
est Service Northern Region, 1991; Washington Forest Practices
Board, 1995; Dubé et al., 1998]. Predictions of the sediment
production from road segments in these models are based on
empirical observations [e.g., Megahan and Kidd, 1972; Mega-
han, 1974; Reid and Dunne, 1984; Bilby et al., 1989; Swift, 1984],
extension of rainfall simulation results [e.g., Burroughs and
King, 1989; Burroughs et al., 1992], and professional judgment.
Recently, physically based modeling has been proposed as an
alternative [Elliot et al., 1995; Tysdal et al., 1997]. The accumu-
lated empirical evidence provides insight on how sediment
yield is affected by traffic [Reid and Dunne, 1984; Bilby et al.,
1989; Foltz, 1999], surfacing [Foltz, 1999; Foltz and Elliot, 1997],
and time following construction [Megahan, 1974]. There are a
few limited observations on the effects of road slope [e.g.,
Vincent, 1985; MacDonald et al., 1997] and cutslope height
[e.g., U.S. Department of Agriculture (USDA) Forest Service
Intermountain Forest and Range Experiment Station, 1981; Boise
State University Department of Geology and Geophysics, 1984]
on road sediment production. Data on the influence of road
segment length, soil texture within a given climate, and main-
tenance practices on road segment sediment production are
likewise limited or missing. These are important attributes of
forest roads, and observations are needed to describe these
effects in empirical models and verify predictions of physically
based models. Here we describe how the sediment yield of a
forest road segment (tread, cutslope, and ditch output through

a culvert or crossdrain) relates to road segment length, road
slope, cutslope height, soil texture, and maintenance practices.

2. Theory

Erosion is the result of the interplay between the ability of
flowing water to remove sediment, transport capacity, and the
availability of moveable sediment. There are two aspects to the
concept of availability as applied to forest roads, material erod-
ibility, and loose soil supply. The material with which road
treads are built is generally well compacted during construc-
tion, reducing its erodibility. Road construction and mainte-
nance practices, however, disturb a layer of soil on the road
tread, ditch, and cutslope that is the source of the most easily
eroded material [Megahan, 1974]. Both the erodibility and the
supply of this “loose” material play a role in the sediment yield
from a road segment. Using these concepts, we will develop
specific hypotheses regarding the relationship of sediment
yield to road segment length, slope, cutslope height, soil tex-
ture, and maintenance.

2.1. Length and Slope

Mass conservation dictates that

E 5 = ? Qs (1)

where E is the change in storage of soil in an area (erosion)
and Qs is the sediment transport rate. For a small volume
above a small area on the ground (infinitesimally small in both
cases), the amount of sediment leaving the volume is the same
as the amount flowing into the volume plus any erosion that
occurs over the small area. For a small watershed, such as the
cutslope, tread, and ditch of a road, (1) may be evaluated as

E 5 Qs(out) (2)

The basin’s sediment discharge, Qs(out), depends on the trans-
port capacity and incoming sediment to the exit point. To
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calculate the incoming sediment flux requires integrating de-
tachment along the slope. Detachment at any point along the
slope is not necessarily related to transport capacity. Foster and
Meyer [1972, 1975] and Lei et al. [1998] describe methods to
account for the difference between transport capacity and ac-
tual sediment flux. In general, however, on long plots with
easily detached noncohesive materials (such as a ditch imme-
diately following a grading operation), transport capacity at the
end of a hillslope and the actual sediment discharge can be
nearly equal [Kirkby, 1980; Nearing et al., 1997]. Consequently,
immediately following disturbance, we expect sediment pro-
duction to be closely related to transport capacity.

Sediment transport capacity can be defined by one of two
models:

Qs 5 k~t 2 tc!
nt (3)

Qs 5 k~V 2 Vc!
nV (4)

where k is some index of mobility of the sediment, t is shear
stress, tc is the critical shear stress for incipient motion, nt is
an exponent between 1 and 2 [Foster and Meyer, 1975; Kirkby,
1980], V is the stream power, Vc is the critical stream power
for incipient motion, and nV is an exponent between 1 and 1.5
[Govers, 1992; Bagnold, 1977]. Shear stress, t, is given by

t 5 rwgdS (5)

where rw is the density of water, g is gravity, d is the depth of
flow (alternatively hydraulic radius), and S is the water surface
slope, usually accepted to be the same as the bed slope. Stream
power, V, is given by

V 5 rwgqS (6)

where q is the flow per unit width. Bringing in a simple rela-
tionship for the hydrology of a particular event, considering a
nearly impermeable forest road [Luce and Cundy, 1994] at
steady state flow,

q}x (7)

where x is distance downslope, and that depth is a square root
function of flow [Dunne and Dietrich, 1980]

d} Îq (8)

that yields two approximations for sediment transport at the
end of the ditch. By the argument stated earlier regarding the
close relationship between transport capacity and sediment
flux, road segment sediment production from a segment of
length, L is

E}k~S ÎL 2 tc!
nt (9)

E}k~SL 2 Vc!
nV (10)

In the model based on shear stress transport, erosion is pro-
portional to the product of slope and the square root of length
with an exponent slightly greater than 1. In the model based on
stream power, it is proportional to the product of length and
slope with an exponent slightly greater than 1. Both equations
suggest a statistical interaction effect for length and slope.
Because plots with higher slopes exceed the critical shear stress
for a greater fraction of the plot, transport capacity may be
more fully sated at the bottom of steeper plots yielding a
slightly stronger effect on slope, S, than predicted solely from
the transport capacity. For this reason, we also considered an

increase in the exponent of slope relative to the exponent for
length. The general form of an interaction between length and
slope is supported by empirical erosion models developed on
agricultural plots such as the Universal Soil Loss Equation
(USLE) and the Revised Universal Loss Equation (RUSLE)
[Wischmeier and Smith, 1978; McCool et al., 1987, 1989; Renard
et al., 1994].

On the basis of the above discussion and the cited empirical
observations, we hypothesize that sediment yield from road
segments is related to plot length and slope according to a
linear combination of L or =L, S or S2, and one of the four
interaction terms (LS , LS2, =LS, and =LS2). Arguments
for why sediment yield should vary with L , =L, and S and
their interactions are clear from (9) and (10). We also consid-
ered the increased role that slope might play in satisfying
transport capacity at the end of the plot and the fact that nt can
vary between 1 and 2 by considering a nonlinear slope term.

2.2. Cutslope Height

The effects of cutslope height on sediment production must
be considered in light of the roles of transport capacity and
loose sediment supply. Conceptually, flow and transport in the
ditch control the sediment yield of an insloped road segment.
Flow comes into the ditch from the road surface and the lower
parts of the cutslope. The cutslope also contributes loose ma-
terial to the ditch through a variety of processes, including soil
creep, sheet wash, rilling, raveling, and slumping. Higher cuts-
lopes produce more material [USDA Forest Service Intermoun-
tain Forest and Range Experiment Station, 1981; Boise State
University Department of Geology and Geophysics, 1984]. If the
initial loose sediment supply in the ditch is limiting, sediment
yield over the course of a season should be higher on road
segments with high cutslopes.

2.3. Soil Texture

Depths of flow and turbulence are not so great from a 100 m
long road segment that all soil particles travel as suspended
load. Larger particles move more slowly than smaller particles
in saltating transport. Burroughs et al. [1992] describe soil erod-
ibility as a function of soil texture and found that erodibility
(for 0.6 m2 plots under a rainfall simulator) was low in soils
with high clay content (due to particle aggregation) and in soils
with high sand content. The erodibility of soils with a high silt
fraction was the greatest. Because the ditch is commonly set in
the native soil, we expect that road segment sediment produc-
tion will be greater on silty soils than on sandy soils.

2.4. Maintenance

Ditch maintenance removes vegetation that holds sediment
in place and breaks up any armoring that may have occurred
earlier. Effectively, this practice increases the supply of easy-
to-transport loose sediment supply. The expectation is that
ditch cleaning will increase sediment yields. Road grading
should also increase yields but less dramatically because ditch
vegetation is retained and aggregate surfacing is less erodible
than the native soils in the ditches.

3. Methods
The general approach used to examine these questions and

hypotheses was statistical inference based on sampling of sed-
iment production from road segments. Sediment production
was measured using sediment traps.
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The study was conducted west of Eugene, Oregon, in the
Oregon Coast Range (Figure 1). The central Oregon Coast
Range receives between 1800 and 3000 mm of rainfall annu-
ally, with drier portions being further inland and wetter por-
tions near the crest [Miller et al., 1973]. Winters are mild and
wet; summers are warm and dry. Plots are located between 250
and 600 m in elevation, below elevations where snow com-
monly accumulates. Soils are derived from sedimentary and
metasedimentary rocks through most of the Coast Range with
some igneous dikes in the inland foothills. The Tyee arkosic
sandstone formation is the dominant bedrock throughout this
part of the Coast Range. Douglas-fir and Western Hemlock
forests cover much of the Coast Range.

Two field areas were used to examine sediment production
on two soil textures. Many of the plots were located near Low
Pass, Oregon. These sites were on the finer textured soils of the
inner Coast Range. Soil series at Low Pass were Jory and
Bellpine silty clay loams. The Jory soil is a clayey, mixed, active,
mesic Palehumult; the Bellpine soil is a clayey, mixed, mesic
Xeric Haplohumult. The other plots were located near Windy
Peak, 15 km west of Low Pass and had coarser soils. The soils
at Windy Peak were the Bohannon gravelly loam, a fine loamy,

mixed, mesic Andic Haplumbrept, and the Digger gravelly
loam, a loamy-skeletal, mixed, mesic Dystric Eutrochrept.

3.1. Study Design

Major factors affecting sediment production from a forest
road are (1) inherent erodibility and runoff producing capacity
of the soil and running surface, (2) road segment length, (3)
road gradient, (4) amount of cutslope and running surface,
typically a function of road width and side slope, (5) treatments
of cutslope, running surface, and fillslope, such as surfacing,
straw, or jute mat, (6) flowpath geometry as embodied in
insloping and outsloping and degree of rut development, (7)
slope position and aspect in so far as they affect soil moisture,
(8) forest cover, (9) time since construction, (10) road use, and
(11) weather at the site, as indexed by rainfall erosivity. This
study was designed to evaluate only a few of these factors. We
attempted to control the other factors. Table 1 lists the vari-
ables embodied by these 11 factors and how each was treated
in the study.

Three experiments were conducted. The first experiment
was set up to examine the effects of road segment length and
road slope or gradient. The second experiment was directed
toward the effect of cutslope height on different soils. The
third experiment focused on the effect of vegetation removal
from the cutslope and ditch.

The study examining the effects of road segment length and
road slope was carried out at the Low Pass site. Segment length
was divided into three general classes: short (;40 m), medium
(;60 m), and long (;110 m). Road slope was also divided into
three general classes: low (4–6%), medium (6–11%), and
steep (11–13%). Road length and slope were varied so that
there were two replications in each of the nine combinations of
length and slope, yielding 18 plots. This arrangement was used
to assure that multicollinearity did not prevent examination of
the interaction term between length and slope during regres-
sion analysis. Plots in the length-slope experiment were se-
lected with cutslope heights in the medium category (2–4 m).
Roads were freshly bladed, and cutslopes and ditches were
cleared of vegetation.

The cutslope height experiment was carried out at both sites
to introduce variability due to soils. Plots in the cutslope height

Figure 1. Location map with inset of northwestern Oregon
showing the location of the two study areas, Low Pass and
Windy Peak.

Table 1. Factors Considered in the Study Design and How
They Were Treated

Variable Treatment

Soil Type two soils selected: silty clay loam and
gravelly loam

Segment length three levels used: 40, 60, and 110 m
Road slope varied from 3 to 12%
Cut-slope height varied from 0.5 to 4 m
Time since construction 0 years and 15 years
Degree of rutting all plots bladed at beginning
Inslope/crown/outslope all plots bladed to inslope at beginning
Aspect not controlled
Cut-slope slope not controlled: higher cutslopes tend to

be steeper
Slope position all in upper third of hillslope
Road width all roughly 5 m
Rainfall differs between soils; recorded at both

sites after 1st year
Forest cover all plots in clearcut areas
Surfacing basalt aggregate existing at all sites
Road use all have light recreational and

administrative traffic
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experiment had cutslope heights in three classes determined by
the slope length of the cutslope: low (0–2 m), medium (2–4
m), and high (.4 m). These classes were used for plot selection
to ensure that a comparable range and set of cutslopes were
used at each study area. Two replications of each class for each
soil yielded an additional 12 plots. This design allowed an
analysis of covariance with the continuous cutslope height vari-
able and the categorical soil variable. All cutslope height plots
had medium lengths and medium slopes. Roads were freshly
bladed, and cutslopes and ditches were cleared of vegetation.

The ditch and cutslope clearing experiment was also con-
ducted at Low Pass. Three classifications of road treatment
were considered for this experiment: no treatment, road tread
graded, and road tread graded with cleared ditch and cutslope.
The five plots with no treatment were installed 1 year earlier
and had a range of slopes, and lengths, all with medium
cutslope heights. Plots with the road treatment only were se-
lected to have a matching set of plots. The five plots with road
grading and cleared ditches and cutslopes were selected from
among the length slope experiment plots to match the lengths
and slopes of the five no-treatment plots.

In addition to the 40 plots required for these experiments, 34
more plots were installed in the area for replacement plots (in
case of failure or vandalism) and for the later examination of
temporal trends. Vandalism was widespread and regular but
consisted mostly of shot sediment traps that were easily re-
paired. Ditch dams used to hydrologically isolate individual
road segments were breached upslope of five plots during a
large precipitation event. Those data were removed from ex-
amination.

General road characteristics common to the plots are 5 m
width, basalt aggregate surfacing, insloped with ditch and
crossdrains, recreational and administrative (light) traffic, and
no forest cover. Aggregate for most of the roads came from
two basalt quarries. Nelson Mountain quarry had a coarse
durability of 78, a fine durability of 48, LA abrasion of 21%,
and sulfate soundness of 7% loss [American Association of State
Highway and Transportation Officials, 1995]. Conser quarry ig-
neous intrusives had a coarse durability of 66, a fine durability
of 76, and an LA abrasion of 19%.

The degree of rutting in the road has been cited as an
important factor in sediment production of the road surface
[Foltz and Burroughs, 1990]. Initial rutting was removed on all
but five plots by grading the roads. The relatively equal sur-
facing and levels of traffic are expected to yield similar levels of
rutting on the graded plots over time. All roads were insloped
with water bars and crossdrains to make the contributing area
for each sediment trap constant over time. With an insloped
road and waterbars, all runoff and sediment generated on the
road surface eventually reached the ditch.

Megahan [1974] demonstrated that time since construction is
an important determinant in road erosion. In this study, we
used roads that have been in place between 10 and 25 years.
For the cutslope height and length-slope experiments, we
bladed the road surface and scraped all vegetation from the
cutslopes to simulate the effects of new road construction. At
the time that the data presented in this paper were collected,
the plots had been in operation for 1 year. Three more years of
study are planned to measure the variation in sediment pro-
duction over time. Five plots at the Low Pass site were left in
the original, ungraded, vegetated condition for comparison to
the experimentally treated plots.

The steepness of the cutslope may affect how much sedi-

ment is produced by a cutslope. In general, the cutslope gra-
dient is designed when the road is engineered and constructed
and depends on soil properties. It is also, in practice, a function
of cutslope height. Low cutslopes are built in weaker surface
soils and therefore have shallower gradients. Higher cutslopes
intersect lower soil horizons and sometimes bedrock. Typical
low cutslopes had gradients of 3:1, and medium cutslopes were
around 2:1 on both soils. Higher cutslopes were between 2:1
and 1:1, generally steeper at the Windy Peak sites.

As constructed, forest roads do not have neatly defined
segments with relatively constant slopes or cutslope heights.
We installed waterbars and crossdrains (Figure 2) to hydrolog-
ically isolate relatively homogeneous road segments with the
characteristics we wished to investigate. Cement inlet struc-
tures were placed to collect flow from the ditches, and runoff
was routed under the road through 15.24 cm (6 inch) plastic
pipe crossdrains to the sediment traps. Only sediment carried
through this crossdrain was measured. The results of Megahan
and Ketcheson [1996] showed that most sediment from roads
and the sediment that is carried the farthest downslope is
carried through crossdrains.

3.2. Sediment Traps

Sediment traps were 1.5 m3 plastic bins placed below the
outlets of the crossdrains. Tanks were weighed with four load
cells on jacks; the water was level across the top of the tank
with the tank overflowing. These tanks have since been re-
placed by steel tanks of similar dimension (Figure 3) that can
be weighed with a crane. The mass of the tank was measured
with sediment and water and with water only. The mass of
sediment was calculated from

Ms 5 ~Mts 2 Mtw!r s/~r s 2 rw! (11)

where Ms is the mass of sediment, Mts is the mass of the tank,
sediment, and water, Mtw is the mass of the tank with water
only, rs is the particle density of the sediment, and rw is the
density of water (1000 kg/m3). Here rs was estimated to be
2.65rw (2650 kg/m3).

The attributes of several types of sediment traps were ex-
plored by Ice [1986]. This type of trap had the best trap effi-
ciency of the several Ice explored. Foltz [1999] used a much
smaller sediment trap for shorter road segments and estimated
efficiencies for silt and finer fractions to be 40–60%. The few
measurements of trap efficiency that we have taken indicate
that an overflowing tank with 1/3 of its volume filled with
sediment captures 70–80% of the fraction finer than silt (50
mm) and all of the larger fractions during a 12 mm/hr storm. At
Low Pass, where the soil is finer, an average of 8% of the soil
fraction finer than 2 mm was finer than 0.05 mm based on
aggregate particle size analysis as described by Kemper and
Rosenau [1986]. Three traps filled with sediment during the
largest event of the measuring period. Fortunately, the over-
flow from two of the traps deposited on large flat benches
below the traps and the bypassed volumes were estimated from
those deposits.

3.3. Climate Measurements

Climate observations were made in an open area at the Low
Pass site. Precipitation was measured with a 0.254 mm/tip
tipping bucket gage with 152.4 mm orifice. Temperature, rel-
ative humidity, wind speed, and direction were also measured.

The Low Pass site is 15 km farther inland and is 300 m lower
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in elevation than the Windy Peak site, so it almost certainly
receives less precipitation. This difference is implicit in any
comparisons between soils. All plots on a particular soil are
within 2 km of each other.

For the period of study, November 1995 to February 1996,
1017 mm of rain fell at Low Pass. While the entire period was
wetter than normal, the storm of February 6–7, 1996, was
responsible for the greatest amount of runoff and sediment
production. Peak hourly rainfall intensities for this storm were
in the range of 10 mm/hr (Figure 4).

3.4. Statistical Analyses

Road segment length and slope data were analyzed by linear
regression. Sediment yield data were regressed against multi-
ple combinations of the variables listed in the theory section
(L , =L , S, S2, and their interaction terms) to determine the
best linear combination of these variables using fit, signifi-
cance, and parsimony as criteria. For the better fitting models
where the intercept was not significant, the prediction sum of
squares (PRESS) statistic was used as a criterion. The PRESS

Figure 2. Typical plot layout.

Figure 3. Photograph of sediment trap with crossdrain outlet.
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had the best predictive ability. Erosion is plotted against LS2

in Figure 7.
Embodied within the constant obtained from this regression

is information on soil erodibility, the runoff producing capa-
bility of the road and ditch, the rainfall erosivity experienced in
this period of time, and the antecedent moisture conditions for
a given rainfall event. This constant may well be meaningless

outside of this context, and the more useful relationship is the
general

EaLS2 (13)

On the basis of this relationship, measurements from a road
with known slope and length for a soil and climate of interest
can be extrapolated to apply to roads with differing slopes and
lengths but otherwise similar characteristics. The exponent for
slope agrees well with observations by Vincent [1985] and Mc-
Cool et al. [1987], who found nonlinear, concave-upward, re-
lationships between slope and erosion. The exponent for L
disagrees with the square-root relationship identified by Wis-
chmeier and Smith [1978], although the difference in fit is small
(Table 3). McCool et al. [1989] suggested that the exponent
should be closer to one for situations where rill erosion dom-
inates over rainsplash in delivery of sediment. Given the un-
certainty in the literature about exponents for (9) and (10) and
the similarity in fit for LS2 and =LS2, it is difficult to say
whether the shear stress model or the stream power model is
better supported by these data. However, the best fit to the
data agrees well with the basic model form derived from con-
sideration of either a shear stress or stream power conceptu-
alization. This physical basis lends credence to this model form
for use in other soils and climates.

4.2. Relationship of Sediment Production to Underlying
Soil and Cutslope Height

Examination of data from the cutslope height and soil tex-
ture experiment shows a strong relationship with soil texture
and a weak relationship with cutslope height (Figure 8). Av-
erage sediment production was 473 kg for the Low Pass plots
and 51 kg at Windy Peak, a factor of 9.3 times greater. Analysis
of covariance showed that this difference was statistically sig-

Figure 6. Sediment production as a function of (a) segment
length lumped by three slope classes and (b) road slope
lumped by three length classes.

Table 2. Statistics of Selected Models Used to Fit the Length and Slope Versus Sediment
Production Data

Model R2
Adjusted

R2 p

E 5 aL 1 b 0.131 0.068 1.7E-01
E 5 aS 1 b 0.452 0.413 4.3E-03
E 5 aL1/2 1 b 0.126 0.064 1.8E-01
E 5 aS2 1 b 0.494 0.458 2.4E-03
E 5 aLS 1 b 0.580 0.550 6.1E-04
E 5 aLS2 1 b 0.658 0.638 1.4E-04
E 5 aL1/2S 1 b 0.600 0.571 4.3E-04
E 5 aL1/2S2 1 b 0.629 0.603 2.5E-04
E 5 aL 1 bS 1 c 0.543 0.473 6.1E-03
E 5 aL 1 bS2 1 c 0.577 0.512 3.6E-03
E 5 aL 1 bLS2 1 c 0.662 0.610 8.7E-04
E 5 aS 1 bLS2 1 c 0.658 0.605 9.0E-04
E 5 aS2 1 bLS2 1 c 0.659 0.606 9.0E-04
E 5 aL 1 bS 1 cLS2 1 d 0.671 0.589 3.1E-03
E 5 aL 1 bS 1 cLS 1 dLS2 1 e 0.676 0.558 9.0E-03
E 5 aL1/2 1 bL1/2S 1 cL1/2S2 1 d (USLE) 0.646 0.558 4.8E-03

Table 3. Rpred Scores for the Four Zero-Intercept Models

Model Rpred SEest F p

E 5 aLS 0.43 302.75 58.2 0.000001
E 5 aLS2 0.51 273.92 74.41 ,0.000001
E 5 aL1/2S 0.42 310.36 54.65 0.000002
E 5 aL1/2S2 0.49 282.22 69.23 0.000001
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nificant [ p(MLP 5 MWP) 5 0.002]. This agrees with general
theory in sediment transport and erosion that larger clasts and
sediments are more difficult to move. Infiltration capacity may
also be greater in the coarser soil. In general, Windy Peak
would be expected to receive more rainfall than Low Pass
because it is closer to the coast and has a higher elevation,
emphasizing the role of soil in the difference between Low
Pass and Windy Peak sediment production.

The slope of the relationship between cutslope height and
sediment production at both sites is not significantly different
from zero [ p(bLP 5 0) 5 0.25, p(bWP 5 0) 5 0.74],
although generally trending in the expected direction. From
these data, cutslope height appears to have no effect on whole
plot sediment production for freshly disturbed roads and
ditches. On the basis of the concept of availability as discussed
in the theory section, this finding suggests that loose sediment
was available in all ditches throughout the study.

We observed abundant loose soil in the ditches at the be-

ginning of the season, so this is a reasonable possibility. High
cutslopes may be a more important source of sediment in later
years when sediment availability in the ditch of segments with
stable noneroding cutslopes is reduced, implying that the time
scale considered in this study is too short to show the effects of
sediment depletion and vegetation regrowth in the ditch. This
observation is supported by the results of the length and slope
experiment.

4.3. Relationship of Sediment Production to Ditch and
Cutslope Treatment

Cleaning ditches and removing the cutslope vegetation
caused a dramatic increase in sediment production. Three
groups of plots at Low Pass were used to measure the effect.
The first group received no treatment and presents a 20 year
old road with vegetated cutbank and ditch. The second group
had only the road surface graded. The third group had the road
graded, the ditch cleaned, and the cutslope stripped of vege-
tation. Figure 9 shows the range of values for each of the three
treatments, with the mean sediment production at 50 kg for the
untreated road, at 57 kg for the treated road tread, and at 377

Figure 7. Erosion versus LS2. Note that 717 is a constant
that would apply only for this study period and for these soils.
The more general relationship is E a LS2.

Figure 8. Sediment production versus cutslope height on each of the two soils. Soils at Low Pass are a silty
clay loam, and soils at Windy Peak are a gravelly loam. The relationship between cutslope height and sediment
production is not significant for either soil.

Figure 9. Sediment production versus road treatment for a
subset of plots.
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kg for the treated ditch and cutslope. Analysis of variance
showed that the difference in sediment production among the
three classifications was significant [ p(Mu 5 Mr 5 Mrc) 5
0.0110]. The difference between no treatment and roadway
treatment was not significant [ p(Mu 5 Mr) 5 0.95], and the
difference between either of those sets of plots and plots where
the ditch and cutslope were treated was significant [ p(Mu 5
Mrc) 5 0.008, p(Mr 5 Mrc) 5 0.008]. In these fine-grained
soils, removing vegetation from the ditch and cutslope in-
creased sediment production by a factor of 7.4 relative to no
treatment and by a factor of 6.6 over treatment of the road
surface only.

The question remains whether the differences in erosion are
due to the cutslope contribution or the ditch contribution.
Figure 10 shows four graphs of sediment production versus
cutslope height. Two of the three anomalous points for plots
with treated roadways only (the two lower plots) are cutslopes
with unusual soil and bedrock conditions leading to a naturally
bare cutslope and ditch, and the third anomalous point is a
250 m long 15% grade plot with a gullied ditch. None of the
four scatterplots show any significant relationship between sed-
iment production and cutslope height. At the same time there
is a large difference between treated and untreated cut/ditch at
Low Pass and a lesser but still noticeable difference at Windy
Peak. From this, it can be concluded that the treatment of the
ditch is probably a more important factor in the increased
sediment production than the treatment of the cutslope, al-
though, this may only be true for a short period following
treatment of the ditch.

5. Summary and Conclusions
Sediment production by a forest road through surface ero-

sion clearly depends on several factors. The data presented in
this paper provide important insights into some of these de-
pendencies. First, the variability in sediment production from
road segment to road segment is high. Most segments produce
little sediment, while only a few produce a great deal, implying
that managing the sediment production of the few highest risk
segments would be the most efficient. Second, sediment pro-

duction is proportional to the product of road segment length
and the square of the slope (LS2). The nonlinearity in the
effect of slope is important to consider and demonstrates that
road slope is an important attribute to consider in the assess-
ment of sediment budgets. The use of a linear scaling of sed-
iment yield by length (e.g., tons/mile) is supported by this
relationship for road segments with lengths on the scale of
tenths of kilometers. Third, soil texture has a strong effect on
sediment yield, with coarser soils producing much less sedi-
ment than finer soils. This is a key area of uncertainty in most
road erosion assessments. It is clear that measurements that
show the relative erodibility of soils in the context of the entire
road prism should yield significant improvement of these as-
sessments. Finally, sediment yields from older roads with un-
disturbed ditchlines are much smaller than sediment yields
from newer roads or roads with disturbed ditchlines. Distur-
bance of the road surface alone through grading showed less
effect.

The results of this study give insights that are valuable when
considering two important questions remaining unanswered by
this study; the effects of time and of traffic. It is clear that time
in a nominal sense, old and new, is important. Answers to the
questions of how rapidly the changes occur and through what
mechanisms would be useful when seeking the integrated sed-
iment yield over some time period. In addition, the role of
traffic in forming ruts and disturbing the tread surface is ef-
fective in interaction with processes occurring in the ditch.
Previous studies suggest that rut formation and disturbance to
the tread increases tread erosion. This study suggests that it is
also important to consider the degree to which the rutting
captures water that would otherwise be ditchflow and whether
the increased erosion due to tread disturbance results in an
increase to the total erosion from a road segment with a re-
cently disturbed ditch.
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