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Introduction

This white paper presents the results of a national-scale overlay of watershed condition data on three general types of
land management categories in the 193 million-acre National Forest System — designated Wilderness, Inventoried
Roadless Areas, and all other lands. The findings presented here are made possible by new information about
watershed conditions generated through the U.S. Forest Service’s Watershed Condition Framework (USDA Forest
Service 2011a).
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Watershed Condition Framework

On June 3, 2011, Secretary of Agriculture Tom Vilsack announced the release of a national map that characterizes the
health and condition of National Forest System lands in more than 15,000 watersheds across the country (USDA Press
Office 2011). The U.S. Forest Service's Watershed Condition Classification Map is the first step in the agency's six-step
Watershed Condition Framework process, and is the agency's first national assessment of watershed health across all
193 million acres of National Forest System lands. It is also the first time that the Forest Service has created a process to
allow data from local watershed assessments to be collected and evaluated at the national level.

The Forest Service’s watershed framework identifies three watershed condition classifications: Class 1 for “properly
functioning”, Class 2 for “functioning at risk,” and Class 3 for “impaired.” These represent watersheds that display high,
medium, or low “geomorphic, hydrologic,and biotic integrity relative to their natural potential condition” (USDA Forest
Service 2011a). The national Watershed Condition Classification Map is displayed in Map 1.

Map 1. This map of the USFS Watershed Condition Framework illustrates a new assessment of watershed health across all lands of the National
Forest System.



The condition class mapping was undertaken by local Forest Service interdisciplinary teams using a national set of 12
watershed condition indicators, which are listed in Table 1. Each of the dozen indicators was assessed through a simple
score card approach using a defined set of numeric, descriptive, or map-derived attributes. For example, the Aquatic
Habitat condition indicator was evaluated using three attributes: habitat fragmentation, large woody debris, and
channel slope and function.

WATERSHED CONDITION INDICATORS
Watershed Quality Riparian/Wetland Vegetation
Water Quantity Fire Regime or Wildfire
Aquatic Habitat Forest Cover
Aquatic Biota Rangeland Vegetation
Roads and Trails Terrestrial Invasive Species
Soils Forest Health

Table 1. A list of the twelve watershed condition indicators that contributed to the USFS Watershed Condition Framework.

Detailed instructions for applying the indicators and associated attributes and for computing the watershed condition
scores are contained in a technical guidebook (USDA Forest Service 2011b). Recognizing the wide variety of ecological
settings across the National Forest System, the assessment process relied on local professional expertise and judgment
to interpret the indicators and assess watershed condition. The Forest Service’s sampling of 15,000 watersheds provides
a detailed data source and opportunities for robust national-level analysis.

Land Management Categories

The National Forest System can generally be divided into three broad land management categories: designated
Wilderness areas, Inventoried Roadless Areas, and all other lands (commonly referred to as the “managed landscape” or
“roaded areas”). The proportion of National Forest System land within each of the three categories is displayed in
Figure 1 and the location of these land management areas is shown in Map 2.
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Figure 1. Land management categories as a percentage of the total National Forest System.



Map 2. This map illustrates three levels of protection for National Forest System lands: congressionally designated Wilderness, lands identified
as roadless under the 2001 Roadless Area Conservation Rule, and all remaining National Forest System lands.

Congress has designated a total of 439 national forest Wilderness areas, covering 36.2 million acres or 19 percent of the
entire National Forest System. The Wilderness Act of 1964 does not specifically mention watershed health or water
quality as selection criteria or management objectives. Instead, the Act defines Wilderness as “undeveloped Federal
land retaining its primeval character and influence, without permanent improvements or human habitation, which is
protected and managed so as to preserve its natural conditions.”> The Act generally prohibits road building, logging,
mining, and motor vehicles. Wilderness designation provides the strongest level of legal protection among the three
land management categories used in this analysis. However, livestock grazing is generally allowed in all three land
categories.

516 U.S.C. 1131(c).



Inventoried Roadless Areas include 58.5 million acres that the Forest Service identified as warranting long-term
administrative protection under the 2001 Roadless Area Conservation Rule (USDA Forest Service 2000). Representing 30
percent of all National Forest System lands, Inventoried Roadless Areas are unevenly distributed across the country, but
are located in most national forests and grasslands. The 2001 Roadless Rule’s definition of roadless area characteristics
lists high quality or undisturbed soil and water and sources of public drinking water as among the resources that are
often present in or characterize Inventoried Roadless Areas.® The Roadless Rule generally prohibits road building and
commercial logging, but — unlike the Wilderness Act — does not regulate mining or motorized recreation. Thus, the
Inventoried Roadless Areas represent an intermediate level of protection between Wilderness and roaded portions of
the National Forest System.

The remaining 99 million acres or 51 percent of the National Forest System encompass a wide variety of lands with
different land management histories and objectives. Representing the “managed landscape,” these lands contain the
vast majority of the 370,000 miles of roads in the National Forest transportation system. Much of the land has been
logged, reforested, mined, and otherwise managed for commodity extraction or other commercial uses, but some areas
are lightly roaded and contain relatively intact old-growth forests and riparian vegetation. Management direction and
environmental safeguards are primarily contained in the local land and resource management plans developed by the
Forest Service pursuant to the National Forest Management Act of 1976 and the Multiple-Use Sustained-Yield Act of
1960. During the past decade, Congressional laws and agency policies have increasingly emphasized restoration of
national forest lands and resources.’

Purpose and Limitations

The purpose of this analysis is to evaluate, quantify, and display at a national scale the spatial relationships and
correlations between the three watershed condition classes and the three land management categories discussed
above. Itis notintended to identify causal relationships; therefore, we have not attempted to identify and isolate any
potentially confounding variables, of which there are undoubtedly many. Nor have we attempted to conduct any
geographic analysis smaller than the national scale (such as by Forest Service regions, individual states, or specific
national forests). While we recognize that there is potential for significant regional and local variability in these
relationships, such smaller-scale evaluation is beyond the scope of this analysis. Suggestions for additional analysis
along these lines are presented in the section on Further Research.

Methods

This analysis was completed using Geographic Information Systems (GIS) data from a variety of sources. The U.S. Forest
Service (USFS) supplied both the Watershed Condition Framework (WCF) and Inventoried Roadless Areas (IRA) datasets.®
The agency did not supply the USFS boundary information, as the detailed data layer used in the WCF analyses was not
available for public distribution. Several USFS boundary data layers were considered in its place, and the U.S. Geological

636 C.F.R. 294.11.
7 Examples include the Healthy Forest Restoration Act of 2003, the Collaborative Forest Landscape Restoration Act of 2009, and

congressional appropriations since 2007 for the Legacy Roads and Trails Remediation Program.

8 Watershed Condition Framework: http:/ /www.fs.fed.us/publications/watershed /. IRA, lower 48 states:
http:/ /www.fs.usda.gov/Internet/FSE_DOCUMENTS/fsm8 037469.html . IRA, Chucagh National Forest:
http:/ /fsgeodata.fs.fed.us/rastergateway/alaska/chugach/roadless.html. IRA, Tongass National Forest:

http:/ /seakgis.alaska.edu:8080/ geoportal / catalog/main/home.page.




Survey Protected Areas Database had the most detailed boundaries in a national-scale dataset.’ Lastly, Wilderness.net,
a multiple government agency partnership,' supplied the Wilderness dataset."

Each source dataset was processed initially to a common map projection (Albers Equal Area Conic), as well as error-
checked for obvious spatial incongruities, and queried if needed to extract the records needed for overlay analysis.

Additional processing was required to finalize the IRA dataset. When this dataset was overlaid with the Wilderness
dataset, there were significant areas of overlap. Since the Wilderness and IRA designations are mutually exclusive, these
datasets should not have these overlapping areas. It was assumed that the overlapping areas could be attributed to the
greater accuracy and up-to-date status of the Wilderness dataset, and that many of the IRA designations in the IRA
dataset had in fact been re-designated as Wilderness. For this reason, all the overlapping areas in the IRA dataset were
removed, but retained in the Wilderness dataset. In addition, the polygons in the resulting IRA dataset were analyzed
and those losing greater than or equal to 92 percent of their area (representing about 23 polygons and 16,874 acres
nationwide) were also removed.

The Wilderness, IRA, and USFS boundary datasets were then merged and further processed to facilitate analysis. The
analysis consisted of a spatial overlay between the merged dataset and the WCF dataset, followed by a frequency
analysis to determine national acreage totals by land designation classes and WCF condition classes.

9 USGS PAD: http:/ / gapanalysis.usgs.gov/data/padus-data/padus-data-download /

10 Wilderness.net is a collaborative partnership between the College of Forestry and Conservation's Wilderness Institute at The
University of Montana, the Arthur Carhart National Wilderness Training Center, the Aldo Leopold Wilderness Research Institute, the
US Bureau of Land Management, the US Fish & Wildlife Service, the US Forest Service, and the US National Park Service.

11 Wilderness: http://www.wilderness.net/index.cfm?fuse=NWPS&sec=geography




Map 3. This map illustrates the nine possible combinations of three watershed condition classes and the three land management categories for
a sample of National Forest lands in Colorado.

Map 3 provides an illustrative example from Colorado of the GIS overlay analysis of watershed conditions and land
designations. The analysis produced nine combinations of the three different watershed condition classes (Properly
Functioning, Functioning At Risk, and Impaired) and the three land designations (Wilderness Areas, Roadless Areas, and
Other National Forest Lands). The Colorado example map displays several of the nine combinations of watershed
conditions and land designations on national forest lands in the vicinity of Denver.



Results

Our GIS overlay analysis found a strong spatial association at a national scale between watershed health and protective
land designations in the National Forest System. The overall results are displayed in Table 2 (by acreage) and Figure 2
(by percentage).

Total Land in USFS

Properly Functioning Functioning At Risk Impaired Function Management
Category
USFS Wilderness 29.0 6.7 0.5 36.2
Inventoried Roadless 36.7 19.2 12 571
Areas
Other USFS Lands 37.4 56.9 4.6 98.9
Total USFS Land in  [RpCupEpmN 82.8 (43%) 6.3 (3%) 192.2 (100%)

Condition Class

Table 2. Acreage of land in the nine possible combinations of watershed condition classes and land management categories in the National
Forest System (in millions of acres).”

USFS Wilderness

Inventoried Roadless Areas

Other USFS Lands

B Properly Functioning B Functioning At Risk Impaired Function

Figure 2. For each land management category, this chart shows the percent of its area in each of the three watershed condition classes.

The Watershed Condition Framework data identifies 54 percent of all NFS land in properly functioning watersheds, 43
percent in watersheds functioning at risk, and just 3 percent in impaired watersheds. However, these proportions are
not evenly distributed across the three land designation categories.

12 Acreage figures are calculated from the best available GIS data at the national scale, but do not always exactly match USFS published
acreage figures. However, variances in acreages are small relative to the acreages of overlapping watershed classes and lands

protection categories that are the subject of this paper.



Designated Wilderness areas are most frequently spatially coincident with healthy watershed conditions. Eighty percent
of the land within designated Wilderness is located in properly functioning watersheds, while 18 percent is in at-risk
watersheds and just 1 percent is in impaired watersheds.

Watershed conditions in Inventoried Roadless Areas are not as healthy as in designated Wilderness, but almost two-
thirds of their area is still in properly functioning condition. Sixty-four percent of the IRA acreage is in properly
functioning watersheds, 34 percent is in at-risk watersheds, and 2 percent is in impaired watersheds.

Finally, other Forest Service lands — which make up slightly more than half of the National Forest System — tend to have
the least healthy watershed conditions. While 38 percent of the managed landscape is in properly functioning
watersheds, most of the roaded lands are in watersheds that are either functioning-at-risk (58 percent) or impaired (5
percent).

Discussion

The results of this GIS overlay analysis suggest that watershed conditions tend to be best in areas protected from road
construction and development. National forest lands that are protected under the Wilderness Act, which provides the
strongest safeguards, tend to have the healthiest watersheds. Watersheds in Inventoried Roadless Areas — which are
protected from road building and logging by the Roadless Area Conservation Rule —tend to be less healthy than
watersheds in designated Wilderness, but they are considerably healthier than watersheds in the managed landscape.
Of course, an area’s physical characteristics and management history may well have a greater impact on watershed
condition than its current legal status. Wilderness areas are typically large tracts of wild land designated by Congress on
the basis of their pristine natural features, including the absence of roads and clearcuts. Roadless areas, by definition,
contain at least 5,000 acres that are generally free of roads and associated development.

As noted in the Introduction, this analysis does not attempt to identify causal relationships, since there are many other
variables besides land designations that could be at play. Factors such as elevation, temperature, and precipitation
might explain differences in watershed conditions better than land designations do. Some of the associations may
simply be a function of the way in which the Watershed Condition Framework assessment index was constructed. For
example, one of the twelve assessment indicators was road and trail condition, which included attributes of road/trail
density, maintenance, proximity to water, and risk of mass wasting. Since Wilderness and roadless areas typically have
no roads, this part of the assessment process may tend to bias the results toward better condition ratings in those areas.

However, the relationship between forested wild lands and watershed health is well documented in the scientific
literature. For example, the Forest Service’s Interior Columbia River Basin Ecosystem Assessment (1996) found a
positive relationship between unroaded areas and “strongholds” of high-quality habitat for salmon, steelhead, bull
trout, and other key salmonid species. An evaluation of the role of Wilderness areas in conserving aquatic biological
integrity in western Montana concluded that “the importance of wilderness in aquatic conservation is extraordinary”
(Hitt and Frissell 2000). In contrast to Wilderness and roadless areas, “the roaded, intensively managed landscapes of
the other national forest lands have been closely correlated with heavily sediment-laden streams and dramatic changes
in flow regimes” (DellaSala et al. 2011). The Forest Service’s environmental impact statement for the Roadless Rule
explains that the presence of roads has a major influence on stream and watershed conditions: “Without the
disturbances caused by roads and the activities that they enable, stream channel characteristics are less likely to be
adversely altered compared with stream channel conditions in roaded areas” (USDA Forest Service 2000).



Further Research

The Forest Service’s Watershed Condition Framework Condition Classification Map opens up new research opportunities
to improve our understanding of how to maintain and improve healthy watersheds. Our analysis is an example of how
the Watershed Condition Framework data can be applied at a national scale to correlate watershed condition and land
management categories. Following are a few examples of further research needs and opportunities:

Similar, finer-scale analyses could be done at a more local level — such as for a single state or national forest — using the
same management categories or other map-based categories that are relevant to a local jurisdiction — such as forest
plan management areas.

GIS overlay analysis could explore the relationship between watershed health and various physical characteristics such
as elevation, precipitation, slope, soils, and fire history.

Statistical multi-variate analysis could help explain differences in watershed condition by isolating certain attributes,
such as determining the extent to which road density affects the condition classification of Wilderness and roadless
areas.

Further research could examine vulnerability of watershed condition to climate change, species invasion,
uncharacteristic fire, and other anticipated changes.

Conclusion

Covering more than 15,000 individual watersheds across the National Forest System, the Forest Service’s Watershed
Condition Classification Map provides a useful means of comparing watershed conditions with a variety of geophysical
features, management histories, and other variables. Our nationwide GIS overlay of the three watershed condition
classes with three broad land management designations — Wilderness, Inventoried Roadless Areas, and roaded areas —
found a strong spatial association between watershed health and protective designations. This finding is consistent with
previous scientific studies of aquatic resources in roaded and unroaded landscapes. Regional and finer-scale analyses of
the watershed condition and land designation data would improve our understanding of the factors that determine
watershed health.
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Managing the Landscape for Fire:
A Three-Zone, Landscape-Scale
Fire Management Strategy

Fire has shaped America’s public lands
for millennia. From ponderosa pine
forests that burn every few decades to
spruce-fir stands that erupt into flame
every few centuries, most forests have
evolved with fire and depend on periodic
blazes for their health and regeneration.
Fire is such an important force in U. S.
ecosystems that vegetation and fire can-
not be described independently.

Just as vegetation and fire are intimate-
ly connected, land management and fire
management must also be inextricably
linked. In the last decade, policymakers
and forestry experts have come to recog-
nize that a century of fire suppression

policies have created a “crisis” in forest
health, starving fire-dependent ecosys-
tems of regular fire cycles and creating
unhealthy fuel loads that can lead to
unnaturally large wildfires in some
places. All too often, however, land and
resource management plans (LRMPs),
the documents that guide all major deci-
sions affecting federal lands, are devised
with only cursory consideration of the
important ongoing role of fire in the
landscape. Even though broad scientific
consensus now exists regarding the cru-
cial role fire plays in ecosystem sustain-
ability, few LRMPs specifically address
fire management needs.

Because of the intimate connection
between land and fire, LRMPs must

In recent years, federal maintenance funding has fallen far short of the amount necessary to maintain
the more than 700 miles of Forest Service roads throughout the Hells Canyon National Recreation Area.
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A THREE-ZONE, LANDSCAPE-SCALE FIRE MANAGEMENT STRATEGY
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themselves be fire plans, and land man-
agers must work to accommodate fire in
the development of all LRMPs. If
LRMPs fail to account for the role of fire
on a landscape scale, other management
failures are sure to follow. For example,
timber production schedules must take
into account the certainty of fire, else
inevitable fires will foil expectations by
consuming growing stock and reducing
future harvests. Similarly, landscape-scale
objectives, like the maintenance of suffi-
cient wildlife habitat to sustain viable
populations, can only be achieved by
relying on the landscape-scale process of
fire. LRMPs must be developed to

account for natural fire and use it wher-

Key Points

¢ Land and Resource Management Plans (LRMPs) too often fail to
incorporate fire management as an essential part of the planning
process, giving only cursory consideration to the important role
of fire in the landscape.

e Federal agencies should standardize the inclusion of fire-manage-
ment goals into LRMPs by using a three-zone strategy that helps
managers determine the appropriate level of mitigation against,
preparation for, and response to, the inevitable wildland fire.

e The “Community Fire Planning Zone” (CFPZ) is the area within
a half-mile of communities in which fire should generally be
excluded. Land managers should seek opportunities to improve
public safety through infrastructure improvement and fuel treat-
ment to protect homes.

e The Restoration Planning Zone (RPZ) extends a few miles
beyond the CFPZ to a distance where it is safe to consider addi-
tional management approaches as a supplement to aggressive ini-
tial attack. Within the RPZ, prescribed fire and mechanical thin-
ning may be used to protect critical resource values and restore
conditions that are resilient to inevitable fires.

e The “Fire Use Emphasis Zone” (FUEZ) is the area beyond those
zones where the full range of management responses to fire (from
suppression to allowing natural fire) is possible. In these wilder-
ness, roadless, and remote roaded areas, priority should be placed
on Wildland Fire Use for Resource Benefit (WFU) when condi-
tions allow.

e The development of such landscape-scale fire management classi-
fications requires creation of a map that clearly demarcates the
three zones using a combination of readily available national and
statewide GIS spatial data and local expertise.

ever possible to achieve plan objectives.
Public lands, with their large tracts of
undeveloped areas, provide federal agen-
cies with a vital opportunity to use nat-
ural fire to achieve social and ecological
goals.

Landscape Fire Planning Zones

Land and resource management plans
are, at their core, documents that define
relationships between landscapes and peo-
ple. In any landscape, there are three situ-
ations with regard to communities and
fire.

e First, there are those situations
where fire has the potential to
cause great damage to people and
homes, and should always be
excluded. Areas where wildlands
come into contact with communi-
ties — the wildland-urban inter-
face — are an example.

e Second, there are places where fire
can be used as a tool to reduce
fuels and restore ecosystems, but
only under tightly prescribed con-
ditions.

e Third, there are places where fire
poses little risk to people and
resources, and natural fires can
actually help achieve management
objectives, such as fuel reduction
and provision of wildlife habitat.

We recommend that federal agencies
develop a landscape-scale, three-zone fire
management strategy across each admin-
istrative unit that reflects these three sit-
uations, and that they incorporate these
zones into all LRMPs.

The “Community Fire Planning Zone”
(CFPZ) exists immediately adjacent to
communities and is managed for their
protection.

The “Restoration Planning Zone”
(RPZ) occurs beyond the CFPZ for some
distance (a few miles) and is managed to
minimize unplanned fire (through sup-
pression or containment) but also to



restore conditions that are resilient to
inevitable fires.

Beyond those zones, the full range of
management responses to fire (from sup-
pression to allowing natural fire) is possi-
ble, but a priority is placed on Wildland
Fire Use for Resource Benefit (WFU).
This area is called the “Fire Use Empha-
sis Zone” (FUEZ) to reflect the prefer-
ence for WFU when conditions allow.

By developing LRMPs with fire in
mind, LRMPs can serve as practical tem-
plates for subsequently developed Fire
Management Plans (FMPs). FMPs are
planning documents required by policy
for all lands with burnable vegetation
(USDA Forest Service et al. 2001).
They provide the strategic foundation
for all fire-related management activities
on a given land management unit before,
during, and after a wildland fire. FMPs
are developed to aid implementation of
the LRMP and must be consistent with
all land designations made in the LRMP.

These three planning zones can
improve management of public lands by
focusing resources where they are most
valuable and helping to restore natural
processes to those lands that can benefit
from the restoration of natural fire
regimes.

The Community Fire Planning Zone
(CFPZ)

The highest priority of fire manage-
ment must be the protection of people
and their homes, and LRMPs must be
structured to support this goal. Thus, the
first step in designing a plan that
addresses fire is to identify the “Commu-
nity Fire Planning Zone,” the area
around communities that should be
managed to protect homes and structures
from wildland fire. This zone is some-
times called the “wildland-urban inter-
face,” but Community Fire Planning
Zone (CFPZ) better conveys the overrid-
ing objective of community protection.
The CFPZ is that area in and around
communities that should be examined
for opportunities to improve public safe-
ty through infrastructure improvement
and fuel treatment to protect homes. It
will not be necessary to treat fuels every-
where within that zone, but quantifying
the extent of the area where communi-
ties are at risk from wildland fire can
help focus community protection efforts.

It has been demonstrated that the most
effective way to protect homes is to build
them out of fire-resistant materials and
aggressively reduce nearby fuels. The sim-
ple principle behind this notion is that
homes will not burn if they do not ignite,
regardless of what happens to the sur-

FIGURE 1.
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rounding forest, and research by the U.S.
Forest Service has shown that a very nar-
row “home ignitability zone” of approxi-
mately 60 meters determines whether a
home will burn. By clearing highly flam-
mable fuels near homes, thinning small-
diameter trees within 60 meters of
homes, and building with non-flammable
materials, especially roofs, fire risk to
homes can be dramatically reduced
(Cohen and Butler 1998, Cohen 2000).

Beyond the 60-meter home ignitability
zone, communities may wish to thin
trees to create “defensible space” within
which firefighters may work safely, to
reduce the probability of crown fire and
to protect scenic views or watershed
quality. Nowicki (2002) applied rules of
thumb developed by fire physicists and
fire safety personnel to conclude that
community protection zones of 400
meters could provide an area that would
allow firefighters to work safely to pro-
tect structures.

In 2003, The Wilderness Society
released The Wildland Fire Challenge
report (Aplet and Wilmer 2003), which
suggested that a buffer distance of a half-
mile may be necessary to provide the lat-
itude needed to adjust community fire

A THREE-ZONE, LANDSCAPE-SCALE FIRE MANAGEMENT STRATEGY

planning zones to terrain, taking advan-
tage of natural fuel breaks such as cliffs
and rock outcrops. While there may
occasionally be situations that require
extension of the CFPZ to greater dis-
tances, we encourage the federal agencies
generally to employ a CFPZ up to one-
half mile beyond communities (Wilmer
and Aplet 2005).

If there are situations where extending
the width of the CFPZ helps improve
community safety, it may fairly be asked,
“Why limit the width of the CFPZ at
all?”” The answer is that management for
community protection may compromise
other resource objectives. Treating fuels
to protect homes may result in unnatural
forest conditions that compromise
wildlife habitat, water quality, and aes-
thetics. It is therefore important to limit
the CFPZ to the area where it will do
the most good to protect homes. Narrow-
ing the width of the CFPZ also helps to
focus limited resources (money, person-
nel) where they will have the greatest
impact.

It is important to emphasize here that
this logic does not argue for clearing a
half-mile buffer around every communi-
ty. Rather, the CFPZ is the area within
which to look for opportunities to treat
fuels to protect homes. Not every type of
vegetation will need to be treated, and
there are some vegetation types, such as
chaparral and subalpine forest, within
which thinning will be only marginally
effective at lowering the probability of
crown fire. However, treatment near
homes (and the use of fire-resistant
building materials) can be very effective
at increasing the chance that a home
will survive the inevitable crown fire.

Efforts to map the wildland-urban
interface or CFPZ have shown that com-
munity protection is predominantly a
private land challenge, but where the
CFPZ overlaps with federal land, there is
an important role for the federal agencies
(Wilmer and Aplet 2005). Management
within the CFPZ consists of actions that
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minimize the threat of fire to homes.
Obviously, paramount among those
actions is aggressive suppression when
fires start. The CFPZ is a place where,
ideally, fire is excluded. This task is
enhanced by sufficient suppression infra-
structure, such as hydrants and access
roads, as well as suppression forces ready
to attack at a moment’s notice. It is also
enhanced by fuel treatments, such as
mowing and pruning, to minimize fine
fuels that contribute to rapid fire spread.
But absolute fire exclusion is, unfortu-
nately, wishful thinking. We will never
be able to keep fire out of the CFPZ
completely. Accordingly, precautions
must be taken so that, when fire does
eventually burn, that fire poses a mini-
mal risk to homes. Such precautions
include reducing tree density (thinning)
near homes to reduce heat output during
fires. Reducing heat output may keep
homes from igniting and give firefighters

the space they need to protect structures.

Fortunately, many of these precautions
have been formalized for public educa-
tion through programs such as FIRE-
WISE (see www.firewise.org).

Historian Stephen Pyne (2003) has
called structure loss in the CFPZ “a
dumb problem to have” because it is pre-
ventable. Within the CFPZ, we know
what must be done to minimize fire risk;
we simply need the will to do it. Pyne
imagines a future in which people are
“active agents in shaping the fire regime
of their surroundings, not simply passive
victims and whining litigants.”

Becoming an “active agent” can be
achieved in two ways. First, homeowners
must manage their property to minimize
risks to their homes and their neighbors.
Second, community members, including
the federal agencies, must work together
across ownerships to develop plans that
meet community fire protection needs.

The Community Wildfire Protection
Plan (CWPP) process, established in the
Healthy Forests Restoration Act of 2003,
provides an excellent opportunity for cit-
izens and agency managers to work
together to achieve common goals for
the CFPZ. CWPPs are to be developed
by multiple stakeholders to identify and
prioritize areas for hazardous fuel reduc-
tion and to recommend measures to

From the other fire report photos
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reduce structural ignitions. Because
CWPPs must be considered in the evalu-
ation of federal fuel reduction projects,
federal agencies should be part of every
CWPP process involving communities
whose CFPZ overlaps with federal land.
Where these processes have not already
begun, we encourage federal agencies to
pull stakeholders together to develop
these plans.

Various resources exist to help facili-
tate this engagement, including “A
Handbook for Wildland-Urban Interface
Communities: Preparing a Community
Wildfire Protection Plan,” developed by
the Society of American Foresters, the
National Association of State Foresters,
the National Association of Counties,
and the Communities Committee of the
Seventh American Forest Congress.!
The “Leaders’ Guide for Developing a
CWPP” by the International Association
of Fire Chiefs, the National Association
of State Foresters, and The Wilderness
Society is also an excellent resource.?

The Restoration Planning Zone

The Restoration Planning Zone (RPZ)
extends beyond the CFPZ to a distance
where it is safe to consider additional
management responses to fire as alterna-
tives to aggressive initial attack. Within
the RPZ, suppression will be the response
to unplanned ignitions, but fire may also
be introduced intentionally to achieve
management objectives. There, the pri-
mary management objectives are the
protection of critical resource values,
such as recreation sites, experimental
forests, and research natural areas, and
the maintenance of forest composition
and structure that is resilient when the
inevitable fire occurs. Generally, this
means modifying fuels to protect specific
resources and restoring ecosystems, based
on an understanding of the historical
range of variability (Landres et al. 1999).

These objectives can be accomplished
under a variety of management prescrip-
tions for different land uses, from com-
modity production to roaded recreation
to roadless areas to passive or active
restoration.

While some may argue that the RPZ
should be as broad as possible to facili-
tate restoration across the maximum
extent of the landscape, there are many
practical reasons to constrain the RPZ.
First, the larger the RPZ, the more land
must be managed under an obligatory
suppression response, which has proven
to be more difficult and expensive over
time. Constraining the RPZ allows sup-
pression forces to focus on a smaller por-
tion of the landscape where they can be
most effective. Second, restoration work
is expensive and simply cannot be done
everywhere. So far, restoration work has
not paid its own way, and for the foresee-
able future, it will need to be supported
through taxpayer investments. Sound fis-
cal management requires that those
investments be limited.

Finally, to be effective, restoration
must be focused on the places where it is
needed most. Throughout the West, the
landscapes that are most in need of
restoration are those immediately adja-
cent to communities, often at the base of
adjacent mountain ranges. These dry,
low-elevation forests of ponderosa pine,
Douglas-fir, and various oaks have been
the most altered by fire exclusion, and
are the most in need of thinning to
restore a fire-tolerant forest structure.
Constraining the RPZ to the area within
a few miles of communities will focus
restoration efforts where they will yield
the greatest benefit.

Management within the RPZ may be
aimed at a number of objectives, includ-
ing commodity production, viewshed
conservation, recreation, and scientific
study, but except in specific locations,

Uhttp://www.safnet.org/policyandpress/cwpphandbook.pdf
2 http://www.iafc.org/Grants/documents/CWPP_rev062005.pdf
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Fuel treatment on the Deschutes National Forest. Small-diameter trees were thinned to restore a fire-
resilient forest structure. Fine fuels created by the thinning operation will be subsequenﬂ?l burned to

such as campgrounds and experimental
forests, management should adhere to
principles of ecological restoration. One
such set of principles can be found in the
article “A Citizen’s Call for Ecological
Restoration: Forest Restoration Princi-
ples and Criteria” by DellaSala et al.,
published in Ecological Restoration in
2003. This article contains a number of
sound ideas that should be applied to
restoration planning. At the center of
the document are three “core principles”
upon which a good restoration plan
should be based:

1. Ecological Forest Restoration Core
Principle: Enhance ecological
integrity by restoring natural
processes and resiliency.

2. Ecological Economics Core Princi-
ple: Develop and employ the use of
economic incentives that protect
or restore ecological integrity.

reduce fire hazard.

3. Communities and Work Force
Core Principle: Make use of or
train a highly skilled, well-com-
pensated work force to conduct
restoration.

A LRMP is a solid restoration plan if it
restores processes, such as vegetation
development or characteristic hydrology
and fire, not just forest structure, if it is
based on an economics that recognizes
ecological costs and benefits, not just
market values, and if it contributes to the
long-term viability of communities with
a culture of environmental sustainability.

The Citizens’ Forest Restoration Prin-
ciples (DellaSala et al. 2003) offers a use-
ful framework for forest restoration that,
if incorporated into a broadly inclusive,
collaborative planning process, can yield
a comprehensive restoration plan. A sim-
pler but also helpful set of guidelines is
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offered by Brown and Aplet (2000) in
their paper “Restoring Forests and
Reducing Fire Danger in the Intermoun-
tain West with Thinning and Fire.” They
offer several goals for restoration plan-
ning that can be summarized as follows:
1. Focus on water and watersheds
2. Account for rare ecosystem
elements
Protect riparian areas
Focus on low elevations
Thin the smallest trees
Treat fine fuels with prescribed fire
Avoid disturbing soils
Avoid creating new roads and
protect roadless areas

PN E

These simple principles can form the
basis of a sound program for the Restora-
tion Planning Zone and should be
employed in the development of a

LRMP.

The Fire Use Emphasis Zone

In the Fire Use Emphasis Zone
(FUEZ), the full suite of management
responses (including suppression and
containment) may be appropriate under
any given condition, but the intent is to
maximize opportunities for Wildland Fire
Use for Resource Benefit (WFU) where
possible. WFU — managing naturally-
burning fires in designated, remote sec-
tions of the landscape — is widely
accepted by scientists and policymakers
as an important tool for helping to
restore forest health and mitigating the
escalating costs of fire suppression. How-
ever, in practice, WFU is rarely imple-
mented because it is viewed by fire man-
agers as too risky (Parsons 2000). The
only way that the benefits of WFU can
be realized over substantial areas is to
allow natural fires to burn wherever safe.
Designating a FUEZ — the area deter-
mined through rigorous analysis to be far
enough away from communities that fire
will not threaten structures or other
highly valued resources — should
increase managers’ confidence to opt for

WFU in the event of a natural ignition.

In order to implement WFU, federal
policy requires having a Fire Manage-
ment Plan (FMP) in place; without an
FMP, all unplanned ignitions must be
suppressed. Even with a plan in place
that authorizes the use of fire in a given
area, however, weather conditions, per-
sonnel availability, and other variables
must be considered before a manager can
make a definitive decision to use wild-
land fire to improve ecosystem condi-
tion. Once the initial decision is made,
fire managers must constantly monitor
and re-assess conditions to see if the fire
begins to move out of prescription, at
which point suppression will be ordered.

Identifying the specific conditions
under which WFU might be appropriate
requires detailed scientific and spatial
analyses. Even in remote areas, such as
the FUEZ, forest conditions, weather and
wind factors may preclude the safe use of
fire. WFU is only appropriate where the
results of fire are likely to produce
resource benefits. Generally, this requires
a determination that fire behavior will
be natural or historically typical for the
location. To provide a sufficient basis for
fire management, a LRMP would not
need to include these detailed analyses,
but the plan must provide sufficient lati-
tude to allow fire planners to identify the
appropriate places for WFU in the subse-
quent FMP. Such latitude can be provid-
ed by making the FUEZ as big as possi-
ble.

Management prescriptions appropriate
for the FUEZ range from wilderness and
protection of roadless character in the
roadless landscape to active restoration
and protection of recreation sites in the
roaded portion. Throughout this land-
scape, prescribed fire may be used to
achieve a composition and structure that
can accommodate natural fire. This is
especially true for the roaded portion of
the landscape, where existing roads can
be used (possibly after thinning of adja-
cent fuels) to systematically reintroduce



Example: Clearwater and Nez Perce National Forests

The following map displays the Community Fire Plan-
ning Zone in the vicinity of the Clearwater and Nez Perce
National Forests in Idaho, its overlap with the Forests, the
Restoration Planning Zone within five miles of the CFPZ,
and the Fire Use Emphasis Zone beyond the RPZ. On
these Forests, the CFPZ amounts to only 3 percent of the

landscape; the RPZ makes up about 29 percent, about a
third of which is wilderness and roadless land, and the
remaining 69 percent of the Forest is FUEZ. Seventy-nine
percent of the FUEZ consists of wilderness and roadless
areas, providing ample opportunity to apply Wildland
Fire Use.

Landscape-Scale Fire Management on the Clearwater and Nez Perce National Forests

el
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fire to the landscape.

In the roadless landscape, including
wilderness, a higher burden of proof must
be met prior to manipulation, including
the use of prescribed fire. The Wilderness
Act specifically requires meeting that
burden through a Minimum Require-
ments Analysis, but the special values of
roadless areas also demand that a high
standard be met. As with suppression
action, the Wilderness Act does not
specifically prevent fuel management in
wilderness, but actions proposed for any
part of the roadless landscape must be
carefully planned using excellent science
and an inclusive public process. Because
remote areas tend to be in higher-eleva-
tion, cooler vegetation types, little of the
FUEZ is likely to be in low-severity-fire
forest types that may require thinning or
prescribed fire before natural fire will
yield resource benefits. The vast majority
will be in less-frequent fire regimes that
will likely benefit from natural fire.

Fire management in the FUEZ should
seek to maintain the natural character of
the area, even in the roaded portion, and
minimize impacts to aquatic, terrestrial,
or watershed resources. Accordingly,
Minimum Impact Suppression Tactics
should be used throughout the FUEZ
when suppression is the appropriate
management response.

Mapping the Fire Landscape
Developing a LRMP that supports
landscape-scale fire management requires
the creation of a three-zone map repre-
senting the Community Fire Planning
Zone, the Restoration Planning Zone,
and the Fire Use Emphasis Zone. Creat-
ing such a map is a relatively simple mat-
ter that relies on a very few readily avail-
able spatial data sets:
1. U.S. Census 2000 data at the
block level, representing the num-
ber of houses in each block.

2. High-resolution land ownership
data.

3. Federal land administrative data
showing the locations of wilder-
ness, roadless areas, research natur-
al areas, campgrounds, etc.

4. High-resolution vegetation cover
data, representing non-wildland
cover types and wildland vegeta-
tion types.

Mapping Methods

To develop a map of the CFPZ, we rec-
ommend identifying communities denser
than one house per forty acres (the mini-
mum density of a wildland-urban inter-
face community, according to the Janu-
ary 4, 2001 Federal Register notice?)
based on housing density calculated from
modified Census 2000 blocks. Census
blocks can be modified by subtracting
public land and recalculating housing
density based on the area of non-public
land. Next, communities can be buffered
by a half-mile to approximate the CFPZ
(see discussion above). The buffered
communities can be further refined by
removing non-wildland cover types
(water, barren, rock, agriculture, and
urban land) from the buffered communi-
ties based on cover classes from the
National Land Cover Dataset
(http://landcover.usgs.gov/natllandcov-
er.asp) or the best available locally
derived cover data. Removal of these
non-flammable cover types from the
CFPZ helps keep fire protection plan-
ning focused on the portion of the land-
scape where treatment opportunities are
greatest. The final map of the CFPZ rep-
resents natural vegetation within one-
half-mile of communities. The portion
occurring on federal land should be iden-
tified in the plan for treatment according
to plans developed collaboratively
between communities and the federal
agencies.

3

“Urban wildland interface communities within the vicinity of Federal lands that are at

high risk from wildfire” (Federal Register 66(3): 751-777, January 4, 2001).
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Because this mapping method utilizes
large national and statewide datasets,
errors are bound to occur at local scales
of application. One such error is the
identification of unoccupied private
parcels as communities when those pri-
vate parcels are within a census block
that meets the density threshold for
selection as a “community.” Because of
the potential for errors, we highly recom-
mend that the CFPZ be generated
through a combination of GIS tech-
niques and local expertise.

In general, the RPZ need not extend
beyond about five miles from the CFPZ.
While there will be cases where restora-
tion is desirable beyond this distance, the
majority of restoration opportunities will
be found at the lowest elevations, in dry
forests near communities. By establishing
a five-mile-wide RPZ, restoration plan-
ning can be focused on the “frontcoun-
try,” where the need is clear and where
there is less controversy over the use of

Prescribed burn in 2000, Upper Snake River District,

thinning. With time, restoration efforts
may be extended beyond the RPZ but
these cases are a lower priority for the
foreseeable future (i.e., the life of the
plan).

Within a five-mile RPZ, a fair amount
of the area is expected to be wilderness
and inventoried roadless area. While
restoration treatment in wilderness is not
prohibited by the Wilderness Act, the
need for any proposed manipulation of
wilderness carries a high burden of proof,
which must be detailed in a Minimum
Requirements Analysis. Such a burden of
proof should, with rare exception, make
wilderness a low-priority candidate for
treatment. Similarly, the Roadless Area
Conservation Rule* and the “Bosworth
letter” place a high standard on entry of
roadless areas. Both the Scientific Find-
ings of the Interior Columbia Basin
Ecosystem Management Project® and the
EIS for the Roadless Rule’ note that

roadless areas are among the least eco-

4 http://roadless.fs.fed.us/documents/rule/rule_fedreg.html
> http://roadless.fs.fed.us/documents/1230_Roadless_Ltr.htm

6

T http://roadless.fs.fed.us/documents/feis/

http://www.fs.fed.us/pnw/publications/icbemp.shtml
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logically altered parts of the landscape.
Thus, roadless areas should also be lower-
priority candidates for restoration.

While wilderness and roadless areas
should be mapped as low priority, some
vegetation types seem to be good candi-
dates for restoration. Forest types that
historically experienced frequent fire
have been identified in the scientific and
management literature as the highest pri-
ority for fuel treatment. The Cohesive
Strategy (Laverty and Williams 2000)
sets a national programmatic goal to
“[c]oncentrate projects in the shorter
interval fire-adapted ecosystems” such as
ponderosa pine forests that historically
experienced frequent fire. Within these
forests, stands of old-growth ponderosa
pine with an understory of dense saplings
have especially high restoration poten-
tial.

We expect that, in mapping priority
areas for restoration, agency managers
will feel under considerable pressure to
utilize existing methods for discriminat-
ing Fire Regime Condition Class
(FRCC) (Schmidt et al. 2002). We high-
ly recommend against this course of
action. Initial criticisms of FRCC meth-
ods are discussed by Aplet and Wilmer
(2003), and we believe FRCC methods
will not stand up to future scientific
scrutiny. Rather than relying on these
flawed methods, we suggest that agencies
map short-interval, fire-adapted ecosys-
tems, such as low-elevation ponderosa
pine forests, as the highest priority places
to assess project-specific restoration
potential on a case-by-case basis.

While WFU is often confined to
wilderness, there is no reason why fire
cannot be used outside wilderness as
well, wherever safe. Thus, the FUEZ may
be mapped as everywhere beyond the
RPZ, i.e., everywhere that is more than,
for instance, five miles from the Commu-
nity Fire Planning Zone. Within this
area, wilderness, roadless areas, and
remote roaded land provide excellent

opportunities to plan for fire use. The
extent of the FUEZ will vary regionally,
depending on the degree of regional
development. In some places, it may be
virtually non-existent, while in others, it
may dominate.

In some cases, fire plans may be in
place at scales broader than the LRMP.
For example, the Bureau of Land Man-
agement has been developing statewide
FMPs to provide the context for land
management planning. In such cases, we
believe that the three-zone approach still
provides a workable way to implement
fire management goals identified at the
broader scale.

Scoping Questions

The preceding sections of this brief
have presented a framework for consider-
ing wildland fire management during
development of a Land and Resource
Management Plan (LRMP), identified
sources of data, and provided methods
for allocating land to three fire manage-
ment priorities. In making land use deci-
sions, federal agencies have an obligation
under the National Environmental Poli-
cy Act (NEPA) to take a “hard look” at
the environmental consequences of a
proposed action, and the requisite analy-
sis “must be appropriate to the action in
question.” The implications of wildland
fire for the implementation of a LRMP
demand that fire management be given
the “hard look” required by NEPA. In
the process of developing a Draft LRMP
and evaluating the environmental conse-
quences of alternatives, agencies should
address the following issues:

e Obtain all data necessary for the
development of a map-based fire
management plan, and include in
the draft plan an inventory of all
data possessed by the agency rele-
vant to the preparation of a map-
based Fire Management Plan.

¢ Describe in detail the methods



used to identify the area managed
for community protection, includ-
ing providing all data used in that
assessment.

Describe in detail the methods
used to assess restoration potential,
including providing all data used
in that assessment.

Describe in detail the methods
used to identify the area where
Wildland Fire Use will be consid-
ered, including providing all the
data used in that assessment.
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A lightning storm over the
Beaverjack Fire, a wildland fire

use fire (now termed a wildfire) in
the Selway-Bitterroot Wilderness,
viewed from Hells Half Acre Lookout
in the Bitterroot National Forest,

ID. Photograph by Mark S. Moak,
professor at Rocky Mountain College
in Billings, MT, and lookout at Hells
Half Acre, 2005.

The USDA Forest Service’s Fire and Aviation
Management Staff has adopted a logo
reflecting three central principles of wildland
fire management:

e Innovation: We will respect and value
thinking minds, voices, and thoughts of
those that challenge the status quo while
focusing on the greater good.

e Execution: We will do what we say we
will do. Achieving program objectives,
improving diversity, and accomplishing
targets are essential to our credibility.

e Discipline: What we do, we will do well.
Fiscal, managerial, and operational
discipline are at the core of our ability to
fulfill our mission.

Firefighter and public safety
is our first priority.
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ANCHOR

POINT

by Tom Harbour
Director, Fire and Aviation Management
Forest Service, Washington, DC

ManaGING WILDFIRE FOR RESOURCE BENEFITS

fire use (and its precursor,

prescribed natural fire). The
Federal Interagency Wildland Fire
Community now has only two
kinds of fire: wildfire (unplanned
fire) and prescribed fire (planned
fire). According to the 2009
“Guidance for Implementation of
Federal Wildland Fire Management
Policy,” the Forest Service and U.S.
Department of the Interior agencies
can now manage wildland fires for
multiple objectives concurrently,
and the objectives can change as
the fire moves across the land-
scape. This means that where fire
is a major component of the eco-
system, naturally ignited fires can
be managed to achieve resource
benefits where the impacts to
landscape are tolerable. What
does that mean to us? Currently,
in simple terms, wildland fire
management is comprised of two
types of fire. First, there are those
fires we plan and ignite; we refer
to them as prescribed fires. Then,
there are unplanned fires, the ones
we call wildfires, which can be
started either naturally (by light-
ning strikes) or unnaturally (by
humans). Although wildfires are, by
definition, unplanned, we conduct
a planning and analysis process,
closely linked to land management
plans, in which we decide ahead
of time if we want to allow some
naturally occurring fires to burn
in order to either reap a positive
resource benefit or to allow fire to
burn within tolerable limits set by
the agency administrator.

Change has come to wildland

Naturally caused wildfires can
enhance many natural resource
values when we allow fire to play
its natural role while we protect
private property and social values.
For centuries, these lightning-
caused fires have resulted not only
in the enhancement of land condi-
tions, but in better places for wild-
life to live and roam. Simply stated,
in some cases, fire on the landscape
is beneficial, and resource manag-
ers need to become more active

in allowing it to be part of the
natural landscape.

All fires have risks,
but we have developed
sophisticated tools that
will assist us in predict-
ing what a fire will do.

That’s not to say that managing
wildfires for resource benefits
comes without risks. All fires

have risks, but we have developed
sophisticated tools—and are devel-
oping more—that will assist us

in predicting what a fire will do—
where it will go and how it will act.

Managing wildfires as an ecosys-
tem process is a relatively new fire
management strategy for most of
us throughout the Forest Service.
However, there are some forests
with long-standing histories of this
practice, referred to in the past as
wildland fire use, or prescribed nat-
ural fire. On national forests such
as the Gila in the Southwest Region
and the Bitterroot in the Northern

Region, wildfires have been man-
aged for resource benefits since
1972. Managers and the public

are beginning to see the advantages
of allowing fire to play a natural
role in some defined areas, the
same role it played more than 100
years ago.

Climate change continues to chal-
lenge the Nation and our national
forests. Fire season comes earlier
and stays longer each year. Fires
burn with more intensity. They are
more damaging and dangerous to
our firefighters, the public, and
people’s properties. When appro-
priate, management of wildfires
for resource benefits is one com-
ponent of fire management that
can help us improve the condition
of the land where, ultimately, we
will be better able to control those
unwanted fires when they happen.

We have individuals who specialize
in managing naturally ignited wild
fires within the Forest Service, but
all of us need to be aware of and
support the new interagency strat-
egy, in which fires can be managed
for multiple objectives. We will
continue to suppress human-caused
fires at the lowest cost and with

the fewest negative consequences
possible. Naturally caused wildfires
will not be used to benefit natural
resources everywhere—not every
location is appropriate. But, under
the right conditions, wildfires can
be a tremendous asset to effectively
move us toward our motto, “caring
for the land and serving people.” B
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IMPLEMENTING FEDERAL WILDLAND FIRE UAS!

PoLicy—REsPoNDING TO CHANGE

Richard Lasko

significantly changed since the

1935 introduction of the “10
a.m. policy,” whereby all wildland
fires were to be contained by 10
a.m. on the day following ignition.
Although revisions to policy and
implementation guidance have
often been the result of tragic loss-
of-life events or notably destructive
fire seasons, other factors have
provided an impetus to examine
relationships between wildland fire
policy and Federal land managers’
mandate to protect life and proper-
ty while managing ecosystems. The
exponential growth of the wildland-
urban interface—a result of rapid
development in and near wildland
areas—coupled with the dramatic
increase in wildland fire frequency
(fig. 1), intensity, and size (fig. 2),
and an increasing need to use fire
to meet natural resource objectives
provided the latest incentives to
take a fresh look at the guidance for
implementation of Federal wildland
fire policy.

Federal wildland fire policy has

Continuing the quest to provide
land managers with relevant
Federal wildland fire policy, the
interagency fire community field-
tested potential modifications to
the 2003 “Interagency Strategy

for the Implementation of Federal
Wildland Fire Management Policy.”
Based on information from the field
test and discussions with the fire
community, fire management agen-
cies modified the Implementation
Strategy and removed the categori-

Richard Lasko is the assistant director, Fire
and Aviation Management, Fuels and Fire
Ecology, Forest Service.
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A revision to the 2003 Interagency Strategy
removes the distinction between wildland
fire use and wildfire. This will enhance
a fire manager’s ability to implement
Federal Wildland Fire Management Policy
by allowing consideration of the full range of
positive and negative attributes of a fire.

cal distinction between wildland
fire use and wildfire. Field deploy-
ment of this change began in 2009.

Implementing Federal
Wildland Fire Policy—
Changes Since 1988
The Yellowstone National Park fires
of 1988 reinvigorated the debate

over management of wildland fire
and raised public awareness that

fire is a necessary disturbance for
the overall health and diversity of
many ecosystems. The fires of the
2000 fire season stimulated further
debate and fostered acceptance for
the idea that fire exclusion had
increased fire hazards in vegetation
types historically characterized by
frequent, low- to mixed-severity
fire regimes. The 2000 fire season
also nurtured the concept that fire
exclusion is not operationally or

Figure 1—The number of fires greater than 100,000 acres (40,500 ha) in size has

increased dramatically over the years.




Figure 2—Acres burned, in millions, 1960-2007.

ecologically desirable in infrequent,
stand-replacing fire regimes. This
discussion led to the development
of the “National Fire Plan,” part

of a national program linking fire
research with land management
practices to address the changing
forest conditions.

In 1995, the “Federal Wildland Fire
Management Policy” addressed the
role of fire as a natural disturbance
and moved fire planning toward
integration with resource man-
agement. Natural ignitions could
be managed to achieve natural
resource benefits and maintain fire-
dependent ecosystems. The 1995
policy also introduced the appropri-
ate management response concept,
which was further refined in the
2001 “Review of Federal Wildland
Fire Management Policy.”

The 2003 “Interagency Strategy

for the Implementation of Federal
Wildland Fire Management Policy”
broadened the scope of fire man-
agement to balance fire suppression
with management for ecosystem
sustainability. It defined the alter-
native strategies available to man-
age unplanned natural ignitions:

manage a fire to achieve resource
benefits or (author’s emphasis)
manage a fire to reduce losses and
minimize suppression costs. While
all person-caused fires were to be
managed as wildfires and treated as
such, land and resource manage-
ment plans or fire management
plans could identify the appropri-
ateness of using natural ignitions to
achieve resource benefits through
wildland fire use. Regardless of
the chosen strategy, the 2003
Interagency Strategy required that
Federal land managers respond

to all wildland fire events with an
appropriate management response,
which allowed the use of any tactic
(or combination of tactics), from
monitoring to intensive manage-
ment actions, to achieve a defined
strategic objective.

Impetus for Change

The 2003 “Interagency Strategy
for the Implementation of Federal
Wildland Fire Management Policy,”
divides unplanned fire events

into two categories: wildland fire
use and wildfire. The distinction
between the two categories is often
obscured, especially when tactical

actions implemented on a wildfire
to minimize loss may be essentially
the same as those implemented for
a wildland fire use event to achieve
resource management objectives.

The distinction imposed by the two
categories presented difficulties in
addressing the biophysical, tempo-
ral, and spatial complexities of wild-
land fire events. The fact is that the
effectiveness and efficacy of a fire
management strategy in protecting
public values and achieving natural
resource goals is highly situational.
As fire moves across the landscape,
scenery, structures, and valued
resources are threatened at the
same time that land management
benefits are realized.

Success of a fire management strat-
egy is dependent upon an intricate
web of conditions. Fire managers
encounter changing levels of risk as
fires occur throughout the season.
Actions that may be successful and
sensible under one set of conditions
may be unachievable or unrealistic
under more extreme conditions of
weather and terrain or with regard
to the national and regional pri-
orities that dictate availability of
fire management resources. Costs
of a management action may be
inordinately high in relation to the
resources protected or improved.

Engaging the Future

The 2008 field test of modifications
to the 2003 “Interagency Strategy
for the Implementation of Federal
Wildland Fire Management Policy,”
and the subsequent dialogue and
collaborative engagement with
many of our partners and the
public provided the opportunity

to carefully reconsider the 2003
Implementation Strategy. The 2009
revision to the 2003 “Interagency
Strategy for the Implementation of
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Federal Wildland Fire Management
Policy” removes the categorical
distinction between wildland fire
use and wildfire. The revision pro-
vides fire managers with the flex-
ibility to respond successfully to
changing conditions and address
the complexities of the wildland
fire environment encountered on

a fire event. This will enhance a
fire manager’s ability to implement
Federal Wildland Fire Management
Policy by allowing consideration of
the full range of positive and nega-
tive attributes of a fire while devel-
oping and implementing realistic,
cost-effective actions to accom-
modate changing conditions as a
fire moves across the landscape and
through time. H

Web Sites On Fire

Ecosystem Restoration Through Fire

A diverse group of volunteers is promoting the use of controlled fire
to restore and maintain ecosystem health on the Mendocino National
Forest and surrounding lands. This campaign, called “Restore the
Mendo,” has generated support from local governments, landowner
associations, and individual citizens as well as State and national
environmental groups.

The Web site at <http://www.restorethemendo.org> explains the
benefits of low-intensity fires to homeowners, landowners, and oth-
ers. The site provides information about fire management objectives,
recent management actions, and positive results and responses. The
Web site features video testimonials and a 30-second commercial used
for local television spots in an ongoing effort to make prescribed fire
an accepted part of maintaining the local landscape and its resources.
Links to participating organizations, other fire information sites, and
publications are provided.

Watching the Red. Mandi Unick keeps an eye on burnout operations on the Cub Creek Complex, Lassen National Forest, CA. The
lightning-caused fire burned more than 19,000 acres in northern California. Photo: Aaron Black-Schmidt, Squad Leader, Columbia River

Division Initial Attack Crew, Wenatchee-Okanogan National Forest, June 2008.
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ManAGING WiLDLAND FIRES FOR
MuLTiPLE OBJECTIVES

Thomas Zimmerman and Tim Sexton

fire suppression in the early

1900s, wildland fire manage-
ment has dramatically evolved in
operational complexity; ecologi-
cal significance; social, economic,
and political magnitude; areas and
timing of application; and recog-
nition of potentially serious con-

Since the inception of organized

Social pressures and
organizational biases
have created barriers to
program development
for wildland fire
management.

sequences. Throughout the past
100 years, fire management has
matured from a single-dimensional
program focused solely on control
and immediate extinguishment

to a multidimensional program.
Throughout this period, fire man-
agers have adapted their responses
to changing conditions, emerging
knowledge, and increasing experi-
ence. Now, they can utilize the full
spectrum of responses to wildland
fire to achieve both protection and
ecological benefits based on objec-

As organizational learning has affected the entire wildland fire man-
agement program, its influence on the management of wildland fires
for resource benefits has accounted for significant advances, directly
contributing to the program’s evolution and growth, including:

natural role of fire;

management policy;

and capabilities;

of operational procedures;

range; and

e Expanded knowledge and understanding of fire ecology and the
e Continual adjustments to the Federal wildland fire

e Focused planning, procedures, and precision;
e Advanced risk assessment of management knowledge

e Expanded and improved directions and magnitude

¢ Increased management of fires as an ecological process, with
implementation scales expanded beyond wilderness areas and
into all fire regimes and vegetation types;

e Improved capability to manage fires for multiple objectives,
and to redefine those objectives throughout the life of a fire;

e Improved capability to manage fires across a wider fire behavior

¢ Implemented after-action reviews to observe, evaluate, and
document accomplishments, successes, and failures.

Tom Zimmerman is the program man-
ager for the Wildland Fire Management
Research, Development, and Application
Program, Forest Service, Rocky Mountain
Research Station, Boise, ID. Tim Sexton is
the national fuels specialist for the Forest
Service, National Interagency Fire Center,
Boise, ID.

tives described in the applicable
land and resource management
plans and fire management plans.

The expanded knowledge of fire’s
natural role has markedly facili-
tated the increased use of wild-
land fire to accomplish beneficial
ecological effects. Management of
naturally caused wildland fire to
protect, maintain, and enhance
resources and, as nearly as possible,
to function in its natural ecological
role, is one of many management

responses supported by the new
“Guidance for Implementation of
Federal Wildland Fire Management
Policy” (USDA and USDI 2009).

What we know today about man-
agement of wildland fires to meet
resource objectives evolved from
decisions made nearly 40 years ago
about the use of fire in wilderness
areas, national parks, and other
lands. This progressive think-

ing and the associated adaptive
responses have extended fire man-

Fire Management Today



Table 1—Critical tasks important to organizational learning.

Task Specific Activity
Acquire new e (Collect information;
information. e Consolidate program history and

—current status; and
e Develop shared vision.

Outcome

Information and existing information
from personal sources documented,;
Information accuracy validated;

e Current policies, procedures, and

processes reviewed; and
Program goals and purposes better
defined.

Analyze the best e Analyze program development;
procedures. e Examine past performance;
e [Establish standards and baselines;
and

¢ Analyze interdependency of all
program elements.

® Programmatic needs identified;
e Past practices, both good and bad,

both limiting and facilitating, evalu-
ated;

Past experiences that need to be rep-
licated or eliminated identified; and
Best practices that lead to superior
performance and accomplishment
identified.

Apply knowledge, e Experiment with new knowledge
processes, technol- applications;

ogy, and proven e Experiment with new technological
practices. applications;

e Incorporate best knowledge and
technology into business;

e Address problem solving; and

e Transfer knowledge.

Continual flow of new ideas, knowl-
edge, and technology into application
established;

Distinction between factual informa-
tion, perceptions, and personal
viewpoints recognized;

Knowledge, principles, guidelines,
procedures, practices, etc., trans-
ferred through all available methods
to

practitioners; and

Application through the use of a
dynamic learning environment
improved.

Archive overall e Document program development,
processes and practices, and organizational growth;
results. and
e Ensure the retention of critical
information.

Information transfer processes
improved;

New practices, experiences, and
knowledge, both positive and nega-
tive, documented; and

All information for future reference
and application retained.

agers’ knowledge and experience.
We now think of management of
naturally caused ignitions as

an essential tool for achieving
beneficial ecological effects.
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Organizational learning has con-
tributed to continuous and pro-
grammatic development of the
guidance for management of wild-

0pganizationa| Leapning land fires and has increased the

ability of personnel to manage fires
for multiple objectives by:
¢ Recognizing the importance of

consolidating program

examination;




e Acquiring new information;

¢ Analyzing the best procedures;

¢ Applying knowledge, processes,
technology, and proven prac-
tices; and

e Archiving the overall processes
and results and using the
information to improve
program effectiveness.

Fire managers recognize the
importance of examining the
results of management responses
to wildland fire and applying the
information to improve program
effectiveness. However, organiza-
tions are sometimes controlled by
social influences that hinder inno-
vation and administrative mandates
that limit response.

Barriers to Managing
Wildland Fire as an
Ecological Process

Social pressures and organizational
biases have created barriers to pro-
gram development for the manage-
ment of wildland fires as a natural
process. Such internal and external
forces have led to divisiveness and a
lack of clear and concise messages,
direction, and goals. This situation
has stifled overall organizational
growth, restricted productivity, and
has most certainly fueled negative
public attention.

Public and governmental responses
to specific fire situations have
promoted agency reluctance to
advance wildland fire manage-
ment and resulted in procedural
statements, operational guidance,
and other circumstances intended
to limit the magnitude and slow
implementation of change in fire
management. The conviction that

The conviction that all
wildland fires can and
should be suppressed
Is long standing, but
mixed success in
achieving this provides
widespread support for
defining multiple fire
management objectives.

all wildland fires can and should
be suppressed is long standing, but
mixed success in achieving this
provides widespread support for
defining multiple fire management
objectives. This belief has limited
fire managers from full utilization
of “emerging knowledge” of fire’s
natural role, fire effects, and the
ramifications of fire exclusion in
the development of management
responses.

Administrative barriers have existed
throughout the history of wildland
fire management. Use of wildland
fires to support ecological processes
has been viewed as an action that

is distinctly separate from wildland
fire management and with different
operating standards. Internal poli-
cymaker resistance to changes that
advocate expanded use of wildland
fire have surfaced in every review
and revision of wildland fire man-
agement policy.

Managing wildland fire to achieve
land and resource management
goals continues to be riddled with
misperceptions and misinforma-
tion, which have limited both
programmatic growth and overall
effectiveness. As more credibility

has been placed on identifying best
practices for wildland fire manage-
ment, efficiency and accomplish-
ment have improved; yet despite
this development, resistance still
affects resource agencies to some
degree today.

Changing Perspectives

Today, organizational learning
promotes a broader understanding
and awareness that is beginning

to change outdated thinking and
reduce barriers. Organizational
learning is spurring policy revi-
sions, directing funding, and
relaxing fiscal constraints for man-
aging wildland fires for multiple
objectives. The 2009 “Guidance

for Implementation of Federal
Wildland Fire Management Policy”
allows wildland fires to be managed
concurrently for many objectives
and allows personnel to redefine
those objectives as conditions
change. Additionally, public percep-
tions and support have improved,
workforce limitations have been
reduced, and safety concerns have
been addressed.

Finally, fire’s role in a healthy
ecosystem is receiving positive
recognition. Management of wild-
land fire for ecological benefits

has grown from a wilderness-only
application to one that spans all
land-use situations with marked
increases of land types considered
suitable for application and expand-
ed operational capabilities.

References

USDA and USDI. 2009. Guidance for
Implementation of Federal Wildland Fire
Management Policy. Washington, DC:
U.S. Department of Agriculture and U.S.
Department of the Interior: 20 p. Il
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Table 2—Specific examples of organizational learning benefits that support the management of wildland fire for resource benefits.

Changes and

Advancements

Learned Outcome

Fire Management

Expanded
knowledge of
fire and its
natural role

e Better understanding of wildland fire

as a natural process and of its role in
restoring and maintaining healthy eco-
systems; and

Understanding that many ecosystems
contain plants that depend upon peri-
odic fire presence for their continued
existence and that many of the effects
of fire are positive.

Significant knowledge base of litera-
ture and reference materials estab-
lished; The Fire Effects Information
System Web site <http://www.fs.fed.us/
database/feis> provides fire managers
with an array of reference and support
for land management and project plan-
ning; and the Wildland Fire Decision
Support System <http://wfdss.usgs.
gov/wfdss/WFDSS_Home.shtml>
assists fire managers and analysts in
making strategic and tactical decisions
for fire incidents.

Continual
adjustments
of policy

Understanding that wildland fire
policy must provide flexible and
responsive direction for wildland fire
management—without unnecessary
constraints, and readily adapting to
emerging knowledge, technology,
and science.

Accountability for long-term
unplanned fire events managed for
resource benefits that consider pre-
paredness levels and fire management
plan completion;

Prescribed natural fire eliminated as
a strategy;

Wildland fire use eliminated as a
defined and separate entity from
other wildfires;

Approval of naturally caused ignitions
to be managed as an ecological
process, and to be managed for
multiple objectives.

Fiscal procedures established that are
conducive to greater use of wildland
fire for resource benefits;
Standardized qualification of all fire
management activities; and

Specific policy elements in the areas
of science, planning, fire management,
and ecosystem sustainability.
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Changes and

Advancements

Learned Outcome

Fire Management

Improved
planning
processes

e Successful application of fire to ecosys-
tems depends upon detailed planning
at all levels from the land management
plan to the fire management plan
and into specific fire implementation
action planning.

Guidance to incorporate fire effects
and the natural role of fire information
into land management plans;

Land management processes that
guide fire management planning and
implementation;

Fire management plans that translate
and support land management plans
and on-the-ground action;

The Wildland Fire Decision Support
System, providing the most detailed
and comprehensive fire management
planning and implementation informa-
tion for fire use decision and tactical
action to accomplish the strategic
objectives of an unplanned igntion
managed for resource benefits; and

A process developed with a focus on
efficient long-term risk assessment,
strategic planning, and tactical imple-
mentation instead of short-term, tacti-
cal operational implementation.

Risk assessment
and decision
support tools

e Acceptance of the importance of
assessing risks associated with wild-
land fire management in terms of val-
ues, hazards, and probability in order
to more adequately determine if the
level of risk can be accepted and suc-
cessfully mitigated or eliminated; and

e Recognition of the importance of
obtaining better information, reducing
uncertainty, assessing potential fire
outcomes, evaluating consequences of
failure, determining probabilities of
success, evaluating potential costs, and
identifying values to be protected to
better support decisionmaking.

Significant advances in predicting

fire behavior spread and intensity,
analyzing climatological and meteoro-
logical data, and assessing rare
weather occurrences;

Advances in predicting fire effects,
smoke production, and smoke disper-
sal; estimating fire-spread areas; iden-
tifying values at risk; and evaluating
probabilities of the fire spatial extent;
Enhanced experience and knowledge
in utilizing this kind of information in
support of fire management decision-
making, planning, and implementa-
tion; and

Improved decisionmaking processes.
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Changes and

Advancements

Learned Outcome

Fire Management

Increased
management

of wildland fires
for ecological

Balanced fire management program
with multiple management objectives;
Recognition of the value and impor-
tance of managing wildland fire for

Improved understanding of wildfire
and its primary and secondary benefits;
and

Expanded fire management accom-

benefits resource benefits; and plishments, strengthened ecosys-
e Recognition of the role wildfire can tem maintenance and restoration,
play in long-term restoration pro- increased vegetation mosaics,
grams. decreased long-term wildfire potential,
increased community protection, and
advanced land management practices.
Development e Better understanding that operational Increased capability to respond to
of operational mitigation actions must include the wildland fire under a wider range of
procedures full range of firefighting responses and jurisdictional situations and individual
tactics as appropriate to the specific management areas;
situation; and Ability to acquire and utilize all
e Understanding that successful wildland firefighting resources as needed to
fire management requires detailed respond to wildland fires, regardless of
planning that defines threats, opera- objectives; and
tional mitigation actions, constraints, Established dedicated resources for
number, and types of resources need- use in managing wildland fire for
ed, and contingency actions. resource benefits.
Expansion e Acceptance of the use of wildland fire Increased vegetation mosaics,
beyond to protect, maintain, and enhance decreased long-term wildfire potential,
wilderness resources and, as nearly as possible, to and increased community protection

function in its natural ecological role
as an effective management practice in
wilderness and nonwilderness; and
Realization that successful manage-
ment across all landscapes is depen-
dent upon continued and proactive
collaboration among Federal and State
agencies, private organizations, and
private landowners.

capabilities resulting from the expan-
sion of the use of wildland fire as an
ecological process outside wilderness;
and

Expanded fire management accom-
plishments, strengthened ecosystem
maintenance and restoration, com-
munity protection strategies, and
advanced land management practices
achieved by managing naturally caused
ignitions to accomplish resource ben-
efits beyond wilderness to across all
land-use situations, where applicable.
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Changes and
Advancements

Learned Outcome

Fire Management

Management
across wider fire
behavior ranges

Understanding of the need to include
wildland fire management across all
fire regime classes and diverse situa-
tions, depending on land management
direction and constraints; and
Understanding that the success of
managing wildland fire for resource
benefits is measured by fire effects and
not solely by fire type and behavior.

Growing experience with managing
fire in all fire regime classes and all
fire behavior scenarios; and
Successful examples of management
of high-intensity stand replacement
wildland fires.

Use of After
Action Reviews

Immediate illumination of both suc-
cesses and failures;

Awareness of the importance of timely
and frank assessments of actions and
presentation of outcomes regardless of
success or failure; and

Understanding the importance of
documenting both successes and fail-
ures in fire management planning and
implementation.

Immediate feedback to program
efficiency;

Facilitated progression toward a
high-reliability organization; and
Established dynamic feedback
mechanism supporting improved
and advanced processes, procedures,
and policy.

Documentation

Understanding the importance of
archiving both successes and failures
in fire management planning and
implementation; and

Understanding the value of saving
examples and practical knowledge.

Markedly improved and advanced
training; and

A substantial record of accomplish-
ments, examples, case studies, etc.,
accessible to fire management
practitioners.
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WiLbLAnD FIRE BEHAVIOR CASE
STuDIES AND THE 1938 HONEY

FIRE CONTROVERSY

Martin E. Alexander and Stephen W. Taylor

ver the past 90 years, fire
Oresearch has contributed to

our understanding of wildland
fire behavior through laboratory
and field experiments, physical and
empirical modeling, numerical
simulations, analyses of individual
fire reports, and wildfire case stud-
ies. Although basic research on
combustion is essential to a full
understanding of fire behavior,
such research would not be very
useful without actual field experi-
ence gained and case study docu-
mentation (Brown 1959).

In general terms, what is a case
study? Contributors on Wikipedia
(<http://www.wikipedia.org/>)
propose that case studies “provide a
systematic way of looking at events,
collecting data, analyzing informa-
tion, and reporting the results.”
With the renewed interest in carry-
ing out research on active wildfires
(e.g., Lentile and others 2007a), it’s
worth reexamining the features of a
good case study.

To this end, this article summarizes
the findings from the case study
of the controversial Honey Fire of

Dr. Marty Alexander is a senior fire behav-
ior research officer with the Canadian
Forest Service, Northern Forestry Centre
and an adjunct professor of wildland

fire science and management in the
Department of Renewable Resources at
the University of Alberta in Edmonton,
Alberta, Canada. Steve Taylor is a research
scientist with the Canadian Forest Service,
Pacific Forestry Centre, in Victoria, British
Columbia, Canada.
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The story of the Honey
Fire and the ensuing
controversy is as much
about human behavior
as it is about fire
behavior.

1938, originally published in Fire
Control Nofes by Olsen (1941)—
one of the first comprehensive case
studies of a wildland fire under-
taken by fire behavior researchers.
This account was reprinted in the
Fall 2003 issue of Fire Management
Today, the first of three special
issues devoted to the subject of
wildland fire behavior (Thomas and
Alexander 2006).

The Story of
the Honey Fire

The story of the Honey Fire and
the ensuing controversy is as much
about human behavior as it is about
fire behavior. In broad outlines,

the situation was as follows. A fire
behavior research crew happened
upon a newly started wildfire, but
rather than engaging in any sup-
pression action, the crew began
documenting its behavior. This
course was taken partly because the
crew had advance clearance to do
so. The fire became one of the larg-
est fires in the region that year and
was finally contained by local fire
suppression forces. The research
crew’s decision to not fight the
Honey Fire raised some eyebrows.

Later, a member of the research
crew published a case study that
not only analyzed the fire’s behav-
ior but also critiqued the actions of
the suppression forces. That article,
in turn, provoked a harsh outcry.

Synopsis of the Honey
Fire Case Study

Chronology and Behavior

The major run of the Honey Fire
took place on January 25, 1938,

on the Catahoula Ranger District
of the Kisatchie National Forest

in north-central Louisiana (fig. 1).
A total of 494 fires were to burn
more than 12,800 acres (5,180 ha)
on the Kisatchie National Forest in
1938 (Burns 1982), and the Honey
Fire was one of the many human-
caused fire occurrences that year.
Interestingly enough, Burns (1982,
1994) did not mention the Honey
Fire in her historical accounts of
the Kisatchie National Forest.

The Honey Fire was the result

of careless actions on the part of
freight train employees disposing
of burning waste along the east
side of the Louisiana & Arkansas
Railroad, approximately 1.5 miles
(2.4 km) north of Bentley, LA, at
around 9:50 a.m. The lookout at
the Catahoula Tower, located 2
miles (3.2 km) to the east, detected
the fire within 2 minutes, a very
acceptable discovery time (Bickford
and Bruce 1939b).

Carl Olsen, a forester with the
Southern Forest Experiment



http:http://www.wikipedia.org

Timeline and Tactics

Initial Fire Behavior and Attack

The fire started at 9:50 a.m. on the east side of the
Louisiana & Arkansas (L & A) Railroad (point A).
Crew 1 (a pumper truck and 2 men) and Crew 2 (a
fire boss and 12 men) were dispatched to the fire’s
presumed point of origin. When they arrived, the

fire had a perimeter of 2,640 feet (805 m) and was
spreading at about 360 feet per minute (110 meters
per minute). Crew 2 began to work the north flank of
the fire. The pumper truck could not be used because
of wet ground and was redeployed to join Crews 3
and 4 (a total of 31 men), who had started backfiring
along the west side of Tower Road. The fire boss then
split Crew 2, taking five men (Crew 2A) overland to
the west firebreak, and leaving seven men (Crew 2B)
at the north flank. By 10:30 a.m., the fire reached the
Civilian Conservation Corps (CCC) camp and Tower
Road, where it was stopped at the line created by

the backfires and the pumper truck. Crews 3 and 4
then joined Crew 2A on the west firebreak and began
backfiring and attacking the north flank of the fire
near the head. At 10:44 a.m., the wind shifted to the
southwest, creating a new head (point B), which by
10:53 a.m. had spread to the west firebreak, where it
was held by the backfiring operation; however, all of
the constructed line on the north flank was lost.

Later Fire Behavior and Tactics

After the wind shift, the north flank, from the tail
to the west firebreak (now effectively the head), was
left to burn freely, which resulted in fire spread to
and spotting across the west firebreak with new
heads developing between the west firebreak and
Tower Road (points C, D, and F). Crews continued
patrolling and backfiring along the east and west
firebreaks, Tower Road, and Highway 19. The south
flank of the fire was stopped by patrols (22 men), a
cultivated field, backfiring against Highway 19, and a
wind shift to the southwest.

Final Attack

During the final attack on the fire, crews reinforced
the backfires on the Tower Road and east firebreak
(although spot fires at points G and H occurred
across the Tower Road and east firebreak) and
worked the north flank from the rear or tail of the
fire to the head, mopping up as they went, aided by
the pumper truck and additional crews. The fire was
contained at 2:43 p.m. by a force of 19 supervisors
and 129 men. The fire was mopped-up and declared
out some 4 hours later.

Suggested Strategy and Tactics

Olsen made many positive comments on prepared-
ness, dispatch time, equipment, and crew morale
under trying conditions. However, he felt that, given
the extreme fire behavior during the fire’s initial
run, indirect attack by backfiring was the only fea-
sible control measure and valuable time had been
lost in direct attack at the point of origin. He sug-
gested that if the pumper truck and crews 2, 3, and
4 had begun aggressive backfiring earlier along the
west firebreak, the fire might have been held there.
He also suggested that the fire boss and crew leaders
should not have worked directly on the line along-
side their crews, but should have been more engaged
in directing and managing the firefighting operation.

0:55 a.m. - 1:15 p.m.
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Maps of fire progress and summary of fire suppression activities

and general fire behavior associated with the major run of the
1938 Honey Fire (adapted from Olsen 1941).

Fire Management Today



Station of the Forest Service,

and three others (A.H. Antonie,

R. Brooks, and C.A. Bickford)

were members of a research crew
assigned to study the behavior

of free-burning wildfires in the
region (Harper 1937, Olsen 1938).
Normally, the crew was dispatched
with initial attack forces. However,
in the case of the Honey Fire, the
crew happened to arrive on scene
(at 9:53 a.m.) within 3 minutes of
the fire’s origin; they had been trav
eling about a mile (1.6 km) behind
the train south along U.S. Highway
167, which ran parallel to and west
of the railroad tracks (see descrip-
tion on previous page).

Within 2 minutes of happening
upon the initiating fire, the four-
person crew began mapping the
fire perimeter (fig. 1) in order to
determine rates of fire spread and
fire size, collecting fuel and soil
samples for analysis of moisture
content, recording fire weather
data, and making notes on various
fire behavior characteristics (e.g.,
flame size and spotting distances).
Unfortunately, to our knowledge,
the crew took no photographs
during or immediately after the
fire. The technology of the time
would not likely have permitted the
research crew to have radio com-
munication with the local fire sup-
pression organization (Gray 1982).

At one point, the Honey Fire
advanced almost 2 miles (3.2 km)
during a 30-minute interval follow-
ing ignition, and the fire eventually
burned a total area of 1,092 acres
(442 ha) before containment at
2:43 p.m. on the day of origin. The
Honey Fire’s documented rate of
advance ranged from 330 to 463
feet per minute (101 to 141 meters
per minute). Spot fires over 200
feet (61 m) in advance of the main
head were observed. Computed
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fireline intensities, determined
after the fact and based on these
observed spread rates and estimated
fuel consumption, ranged from
6,660 to 9,295 British thermal
units per second per foot (23,050
to 32,170 kw/m) with correspond-
ing flame lengths averaging 26 to
30 feet (8 to 9 m) (Byram 1959).
However, flames at the head of the
fire “frequently reached out in long
tongues extending 100 feet [30
meters] or more” (Olsen 1941), no
doubt in response to momentary
gusts of wind (table 1).

When should the
observer drop
the camera and
notebook and pick up
a shovel or pulaski?

Environmental Conditions

The fire started in an area that
was “typical of open cut-over
longleaf pine land in the Upper
Coastal Plain” (Olsen 1941), the
predominant fuel being a heavy
stand of cured broomsedge grass
(Andropogon sp.) resulting from

more than 3 years’ accumulation.
Available fuel loads would have
been in the order of 3.4 tons per
acre (7.6 tonnes per hectare), based
on the sampling carried out by
Bruce (1951).

Although air temperatures were
considered “crisp” at 45 to 50
degrees Fahrenheit (7.2 to 10
degrees Celsius), moderately low
relative humidities prevailed (26 to
33 percent). The moisture content
of the fine, dead, fire-carrying fuels
was determined to be about 12 per-
cent. Winds were moderately strong
and gusty (table 1), and shifted
about 90 degrees, from northwest
to southwest, during the initial
major run.

Fire Suppression

The Civilian Conservation Corps
and Work Projects Administration
provided 129 firefighters and 19
supervisory personnel for suppres-
sion duty on the Honey Fire. They
used a single 350-gallon (1,325-L)
pumper truck along with the stan-
dard fire tools of the day—swatters
or flaps (Sykes 1940), backpack
pumps, fire rakes, fusees, and
axes. Some photographs illustrat-

Table 1—Onsite wind speeds measured during the major run of the 1938 Honey Fire

(adapted from Olsen 1941)

Duration and exposure mph km/h
Average at 3.5 feet (1.1 m) above ground 9.7 15.6
Average at 20-foot (6.1-m) open standard 15 24
Average at 33-foot (10-m) open standard 17 27
Maximum 1-minute average at 3.5 feet 16.6 26.7
(1.1 m) above ground

Maximum 1-minute at 20-foot (6.1-m) 25 40
open standard

Maximum 1-minute at 33-foot (10-m) open standard 29 47

Note: The 20-foot (6.1-m) and 33-foot (10-m) open wind speeds used for fire danger rating
and fire behavior prediction in the United States and Canada, respectively, were estimated
from the observation at 3.5 feet (1.1 m), as per Lawson and Armitage (2008).




A Suggestion To Help Improve Fire
Suppression Tactics *

cases remarkable. Virtually all of them used their flaps and back-

pack pumps effectively, showing that the training they had received
was very much worthwhile. During the hot flank attacks, however, the
flapmen [i.e., firefighters using swatters that are commonly used in
containment of grass fires] relied heavily upon the pumpermen spray-
ing water to knock down the flames. The men should be trained to
rely less upon water in fighting the flanks by having the crew leaders
temporarily stop suppression and rest the crews when the wind shifts
on a flank, resulting in a very hot fire to fight. More line on the flanks
will be extinguished and held by resting a crew while the fire is burning
intensely and then efficiently directing them when the heat and flames
have diminished.

'|'he morale and determination of all men were excellent, and in many

Two firefighters attack a spot

fire in 4-year-old rough using
swatters or flaps, South Carolina.
Photo: George K. Stephenson,
Forest Service, 1944.

Firefighters use backpack
pumps and a swatter or
flap on a small grass fire,
Georgia. Photo: Clint Davis,
Forest Service, 1942.

Civilian Conservation Corps
crew undertaking suppression
action on a wildfire with
backpack pumps and handtools,
Ozark National Forest,
Arkansas. Photo: Bluford W.
Muir, Forest Service, 1938.

*Excerpt from Olsen (1941).

ing firefighting scenes of the era
and general geographical location
associated with the Honey Fire are
presented here.

Communication on the fireline
would have been difficult under
the circumstances. There would
have been no radio communication
capability between the local district
office and the fire boss or among
the fire suppression crews

(Gray 1982).

In addition to observing and
recording the fire’s development
and chronology, Olsen’s crew docu-
mented the fire suppression activi-
ties and the fire’s resistance to con-
trol (e.g., arrival time, suppression
tactics, amount of constructed and
held line, and general difficulties
experienced by the firefighters). No
firefighters were killed or injured
during the Honey Fire, but Olsen
(1941) acknowledged that, after
the wind shifted, “the danger of a
crew getting trapped by the high,
oncoming flames was great” along
the left flank of the fire.

The Controversy
That Followed

Roy Headley, who served as head of
fire control for the Forest Service
from 1919 to 1942, was interested
in analyzing the accounts of large
fires for the lessons that they might
provide. For the year 1938, the
Honey Fire was the third largest of
the 13 Class E fires (fires greater
than 300 acres [121 ha] in size) in
the Southern Region of the Forest
Service and 1 of 5 large fires on
the Kisatchie National Forest. A
little more than a third of the area
burned by the Honey Fire had been
planted with slash pine seedlings
about a year earlier. Wildfires had
been and continued to be a chronic
problem for the reforestation pro-

Fire Management Today



Lessons Learned in Large
Fire Management*

in the management of large fire jobs that

thoughtful men seldom fail to learn from each
one something which should be guarded against
in the future, something which should be done
differently, some cherished belief which must be
modified or abandoned. For 35 years I have been
working on or observing suppression jobs, but I
still learn something from every fire I reach.

Such an infinite variety of problems are involved

Sometimes, alas, we “learn the same lesson over
and over”—or do we? For example, I have learned
throughout many years that there is some flaw

in our management of larger fires which keeps us
from getting a reasonable output of held line from
a crew of a given size. Plenty of other people have
learned the same thing. But, untrained as we are
in the science and art of management, we have not
found ways to act satisfactorily on what we have
learned. Our learning has too often failed to lead to

productive action.

The first essential in such matters is to grasp the need for change,

the nature and importance of a problem, the chance to introduce
something better. With that fact in mind, the outline for 1938 reports
on larger fires requested a record of lessons learned by the man or
men who had most to do with each fire. Some of the most suggestive
answers received are quoted in this article. ... All fire-control men may
benefit by the lessons learned on these fires. Perhaps these notes will
help reduce the number of times lessons have to be “relearned” by dif-

ferent men—or by the same men.

Roy Headley, circa
1942. In “Re-thinking
Forest Fire Control,”
Headley (1943)
summarized the
lessons he had
learned from a long
and distinguished
career in fire control
administration with
the Forest Service.
Photo: courtesy of
Stephen J. Pyne,
Arizona State
University.

*Excerpt from Headley (1939a), which was published when Roy Headley headed the Division of Fire Control,

Forest Service, Washington, DC.

gram that began in 1930 when the
Kisatchie National Forest was first
established (Burns 1982, 1994).

In his analysis of the Honey Fire,
Headley (1939b) felt that the fire
boss had failed to recognize the
severity of the burning conditions
that prevailed at the time and thus
failed to select an appropriate strat-
egy and tactics for containing the
fire, namely backfiring from exist-
ing roads and firebreaks (Cooper
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1969; Riebold 1956). Yet as Cheney
and Sullivan (2008) have rightly
pointed out, there are inherent
dangers with backfiring that limit
the chances of success. At the time,
the fire boss was required to rely
solely on his general knowledge and
experience; no guide to judging fire
potential relevant to the fuel type
was available at the time. Less than
2 years later, Bickford and Bruce
(1939a) produced what evolved
into the Coastal Plain Forest Fire

Danger Meter for the Southern
and Southeastern United States
(Jemison and others 1949).

Olsen and his fellow crew members
were criticized for not immediately
attempting to suppress the fire.
However, the forest supervisor had
previously agreed that this research
crew was free of any obligation

to undertake any fire suppression
action so that the best possible fire
behavior data could be obtained. It’s
unlikely that they could have done
much anyway: “With two fences
and a railroad between them and
the fire, there is no doubt that their
truck was unusable on this fire”
(Olsen 1941). Furthermore, when
the research crew arrived on the
scene, the fire had already advanced
more than 100 feet (30 meters)
from its point of origin and “was
very definitely too big for them

to hold with hand tools alone”
(Olsen 1941).

Olsen’s (1941) account of the
Honey Fire included considerable
commentary on the actions taken
by fire suppression personnel in
addition to his description of fire
behavior and the associated fire
environment. This commentary
was presumably in part the result,
according to the editor of Fire
Control Nofes at the time, of a
board review held by the regional
forester that provided additional
information to the Southern
Forest Experiment Station for
use in its study of the Honey Fire
(Olsen 1941).

Olsen (1941) indicated that one of
his objectives in publishing his case
study was “to offer constructive
criticism and suggestions as a guide
in planning suppression action for
future fires burning under similar
conditions.” He also offered many

positive observations.




Despite his good intentions,

Olsen was criticized in an article
published in 1942 in Fire Control
Notes. Barry (1942) chastised the
fire behavior research crew for not
attempting to control the fire; he
also deemed it inappropriate for fire
research personnel to analyze or
critique the efforts of the fire sup-
pression personnel involved after
the fact. Further, Barry asserted
that such actions could have seri-
ous repercussions on the image and

Reflections

Wildfire case studies are invalu-
able in providing fire behavior data
for developing and evaluating fire
behavior models (e.g., Pearce 2002,
Townsend and Anderson 2006) and
as a source of training material
(Alexander 2002). The recent report
on the 2006 Billo Road Fire in New
South Wales, Australia, by Cruz and
Plucinski (2007) is a good example
of this traditional role of wildfire
case studies. Documentation of the

and others 2007), highlighting
firefighter safety incidents (e.g.,
Pearce 2007), and fostering institu-
tional memory of local, historically
significant fires (e.g., Ward 2005)
represent other valuable contribu-
tions. Case studies of prescribed
fires (e.g., Alexander 2006) are just
as valuable as their wildfire coun-
terparts. A combination of case
study knowledge, experienced judg-
ment, and simulation modeling of
fire behavior is seen as the most

morale of the organization and that
only those fires that had escaped
initial attack should be the subject
of fire behavior studies.

effects of fuel treatments on fire
behavior in relation to fire sup-
pression effectiveness (e.g., Murphy

effective approach to appraising
fire potential and predicting wild-
land fire behavior (Alexander 2007,
Alexander and Thomas 2004).

Lessons-Learned Analyses
of the Honey Fire*

n this case the fault lies with the fire boss in his fail-

ure to recognize extreme fire conditions that existed

on January 25, and to modify his attack to fit these
extreme conditions. If he had recognized the dan-
ger, or had means other than his general knowledge
and experience to guide him in selecting the correct
method of attack, the fire would have been controlled
much easier, and with a somewhat smaller acreage.
Instead of attempting a direct attack, had he backfired
all existing roads and firebreaks facing the oncoming
fire, the fire would have been controlled at about 700
acres [280 ha] and the slash-pine plantation inside of
the fence would have been saved. The amount of held
line per man-hour would have been at least tripled.
One answer is a well-constructed, fire-danger meter
which will leave as little as possible to the judgment
of the fire boss on the fire line.

The only method of controlling this fire at a smaller
acreage after it had started would have been an imme-
diate attack by the indirect method by backfiring.
Under such conditions, tank trucks and specialized
equipment are of very little value. A strip of burned
ground at least 400 feet [120 m] wide is necessary to
stop the heads of such a fire.

The fire was started by the L. & A. Railroad train
which was temporarily stalled at the point of origin.

The Louisiana State law requires that the railroad free
their right-of-way from combustible material. The
forest [Forest Service] has never been able to force
the L. & A. to do this. The railroad officials have been
warned, both in person and by letter, many times.
Also, they have paid suppression cost and damages for
other fires caused by their railroad. Railroad business
is rather poor, and the officials took the attitude that
they could not afford to keep rights-of-way clear as
required by law. Reimbursement of damages and
suppression costs amounting to $2,160.62 has been
asked for.

Since this fire occurred, however, the railroad officials
have decided it is cheaper to clear the right-of-way
than to pay damage and suppression costs. Both the
L. & A. Railroad and Missouri-Pacific Railroad Cos.
have cleared their rights-of-way of combustible mate-
rial within the forest boundary. For the first time in
the history of the Kisatchie Forest, we will enter the
1938-39 fire season without the constant hazard of
railroad fires.

Fusees used for backfiring in some of the tool boxes
had absorbed enough moisture from the air to be
worthless. The wet or damp fusees could not be
detected by casual examination. Some delay in back-
firing was caused by these dud fusees. Fusees cost
only about 9 cents a piece, and this failure could have
been eliminated by simply replacing old fusees with
new ones every 30 days.

*Excerpt from Headley (1939b), which was published when Roy Headley headed the Division of Fire Control, Forest Service, Washington, DC.
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Criticism of the Actions of the Wildfire Behavior
Documentation Crew on the Honey Fire*

Olsen, entitled “An Analysis

of the Honey Fire,” in the
October 1941 issue of Fire Control
Noftes, brings to attention a situa-
tion hard to imagine. Of course, it
is practically impossible for us at
this remote location to visualize
all the factors; nevertheless, after
making generous allowances, I still
experience an unpleasant jolt when
I think of what happened.

Areading of the article by C.F.

There were two branches of the
same department involved in the
suppression of a fire, one inter-
ested in determining how the fire
would behave on a bad burning
day, the other charged specifically
with the responsibility for stopping
its spread.

The branch interested in behavior
arrived at the Honey Fire first, 3
minutes after its origin according
to the article. A four-man fire-
behavior crew had been traveling
on a paralleling highway about a
mile [1.6 km] behind a train that
stopped to service a hot box. The
train crew carelessly threw some
burning waste into dry grass and
the behavior crew happened along
3 minutes later. They found it “def-
initely too big for them to hold.”
The decision of the fire-behavior
crew—equipped with a car hav-
ing various fire-fighting tools—to

refrain from an attempt to check
or retard the spread of this fire
when it was approximately 100
feet long is hard to understand.
We would expect more from four
untrained men off the street as

a quality of citizenship. Forest
Service guard-training instruc-
tions have emphasized for years
that there is always something
that even a single guard can do
to retard the spread of a fire,
although it may be obvious that a
frontal attack is impossible. The
failure to make some attempt in
that direction on the part of this
fire-behavior crew indicates that
they did not believe in such a the-
ory. Won’t the morale and fighting
spirit of our temporary guards be
lessened by such an example? The
public, too, may find such action,
or lack thereof, confusing.

If the fire-behavior crew admitted
that they were unskilled in fire
fighting and limited their report

to factors of weather and rate of
spread, their disregard for attempt-
ing control action could be over-
looked to some extent.

The fact that suppression foremen,
who apparently did their best to
stop this fire, were subjected to
criticism by such men indicates
an oversight in personnel man-
agement that cannot help but

decrease spirit and morale in a
marked degree. Moreover, the fire-
behavior crew has been permitted
to make capital of their question-
able action by printing the results
of their study.

There is no quarrel with the policy
of conducting fire-behavior stud-
ies, and the men assigned to that
duty should not be expected to
take part in the suppression work
on fires that have escaped first
control efforts. However, there
should be no tolerance of a policy
permitting an organized crew of
men to travel about the country
looking for fires to study unless
they are willing to lend a hand in
an effort to check the spread of
small fires pending the arrival of
regular suppression crews.

It is hoped that in the future this
fact will be made clear to all,

so that even though a fire cannot
be entirely stopped, it may

be retarded, thereby permitting
arriving suppression crews to han-
dle it more easily. That kind

of action will make far better read-
ing than the one referred to above,
and the results after the fire is

out will go far toward strengthen-
ing the spirit and morale of the
whole organization.

*Excerpt from Barry (1942), which was published when E.F. Barry was a staff assistant on the Flathead National Forest, Northern Region (Region 1), Forest Service.

The value of the fire behavior docu-
mentation of the Honey Fire that
Olsen (1941) provided is unques-
tionable. As Van Wagner (1971) has
pointed out, “some valuable refer-
ence data can be collected by being
at the right place at the right time”
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through wildfire monitoring and
documentation. This is especially
true during periods of extreme
burning conditions, which are
often impractical or impossible to
simulate with outdoor experimen-
tal fires, in the laboratory, or by

computer simulation. At the time,
Olsen’s article was the most com-
prehensive published wildfire case
study of its kind. Over time, many
others have used his data and infor-
mation in their own fire research
studies and for other purposes,




On Wildfire

Case Studies
and Firefighter
Safety

I confess that I like case studies.
They are the kind of thing his-
torians are used to dealing with.
We don’t expect to find general
laws: we accept the particular-
ity of experience. Moreover, the
case study is a story. That’s why
I think it’s especially useful for
safety. Nobody remembers guide-
lines the way they remember

a story, which is the next best
thing to actually experiencing
the events.

Dr. Stephen J. Pyne (2008)
Global Wildland Fire Historian

including the present article. For
example, the Honey Fire was one of
five wildfires that Anderson (1983)
used to evaluate his two elliptical
fire shape models.

Olsen’s (1941) documentation of
the fire suppression decisions and
actions on the Honey Fire are also
valuable, though controversial. His
case study analysis of the Honey
Fire provides lessons for fire man-
agers and researchers alike and
raises issues that are still pertinent
today, including some of the follow-
ing ethical questions:
¢ Should case studies document
fire control activities as well as
fire behavior and compare model
predictions and accepted knowl-
edge against observations?
¢ When should the observer drop
the camera and notebook and
pick up a shovel or pulaski?
e When is it appropriate for
a researcher to critique the
decisions and actions of fire-
fighters and fire managers or

analyze how a fire should have
been suppressed?

e s it incumbent upon research-
ers to raise questions and
point out deviations from
standard operating procedures
and discuss potential reasons
for doing so?

A clear understanding of what hap-
pened during a fire is often “hard
to acquire because it is obstructed
by the natural human desire to save
face, fear of disciplinary action,

fear of being made a goat, and lack
of confidence in the competence
and impartiality of men who may
judge the record,” as pointed out
by Headley (1943). However, a case
study is not intended for “taking
people to task for errors in judg-
ment, but solely to ensure that the
lessons that have been learned con-
tribute to the success of future fire
suppression operations” (Luke and
McArthur 1978).

Implications

The general value of wildland fire
behavior case studies has been
discussed at length (Alexander

and Thomas 2003a, 2003b, 2006).
However, case studies are com-
monly seen as the “poor cousins” of
fire science, occasionally tolerated
but seldom encouraged in the sci-
entific and technical peer-reviewed
literature, although exceptions

do exist (e.g., McRae 1986, Noble
1991). This situation contrasts with
that of other professions, such as
engineering, medicine, business,
and law, where case studies are
well accepted (Henderson and oth-
ers 1983). For example, the New
England Journal of Medicine has
published an ongoing series of

case studies since 1923 (Falagas
and others 2005) and the Harvard
Business School is renowned for
the use of the case study method in
the classroom (McNair 1954).

Fire Suppression

On Criticism and Wildland

The one contemporary issue that interests me most in this article is
sensitivity to the concept of criticism—constructive or otherwise.

We still have not, I'm afraid, learned to use criticism to its full benefit.
Many fire managers and leaders in today’s firefighting ranks are espe-

cially fearful of criticism from official sources—especially as it relates to
firefighter safety. After-action reviews, risk refusal, lessons learned, acci-
dent prevention analysis and other tools are being successfully used to
counteract resistance to constructive criticism, but much more work is
needed. It will always be so as long as firefighters remain a proud, self-
assured bunch, and they want to control fires in risky environments.

The source and purpose of criticism is key here. The threat of “witch-
hunts,” real or imagined, will keep criticism a sensitive subject. Direct
criticism from research is no exception, even with good intentions.

Ed Bratcher (2008)

Team Leader for Fire, Lands and Minerals
Forest Service, Kisatchie National Forest
Pineville, LA

Fire Management Today



We can only speculate whether the gain
was worth the adversity that Olsen and
his crew faced afterward.

Case studies can bring to light
unusual or perplexing problems
that might otherwise be neglected
and, by telling a story, can ground
what would otherwise be dry
theory into a meaningful context
(Hallenbeck 2005). However, case
studies can be among the worst of
the literature, offering few conclu-
sions. Additionally, extrapolating
conclusions from a single case is
usually unwise, and attempting to
solve a difficult case after the fact
can become an exercise in self-
aggrandizement (Hallenbeck 2005).

The role of the fire researcher as an
independent observer established
by Olsen (1941) and others more
than 70 years ago continues to be
used today. For example, current
work by rapid-response researchers
focuses on gathering data related
to fire behavior and fire effects
(Lentile and others 2007a, 2007b).

Similar activities have been under-
taken in the past, especially in
documenting free-burning fire
behavior (e.g., Hardy 1983, USDA
Forest Service 1993, Wilson and
Davis 1988). In fact, Forest Service
pioneer fire researcher Harry T.
Gisborne is believed to have pub-
lished the very first attempt at a
comprehensive wildfire case study
in his description of the Quartz
Creek Fire (Gisborne 1927), which
occurred on the Kaniksu National
Forest adjacent to the Priest River
Experimental Forest in northern
Idaho during the summer of 1926;
Kay (1927) published a less detailed
documentation of several fires that
occurred the following summer

in Western Canada. This was fol-
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lowed by several other pioneering
case studies in North America in
the early 1930s (e.g. Jemison 1932,
Dauge 1934, Shaw 1936).

Documenting or analyzing fire
suppression strategies and tactics
has not been undertaken as part

of rapid response research to date,
despite the fact that fire behavior
may be influenced by fire sup-
pression and that fire suppression
actions are arguably an important
part of the record. Although fur-
ther analysis of human factors and
activities on a fire opens the door
to controversy, it may nonethe-
less provide valuable information
and learning tools for fire manag-
ers. Taking a page from the New
England Journal of Medicine and
developing a mechanism to analyze
and publish a regular series of peer-
reviewed case studies of fire behav-
ior and fire suppression activities
would be a valuable addition to
both the fire management and fire
research professions. This would
serve to complement the sugges-
tion of creating operational wild-
land fire behavior research units
(Alexander 2002).

Perhaps the idea of fire researchers
critiquing human decisionmaking
and actions would be viewed by
fire managers as taboo, although
there doesn’t seem to have been
any past reluctance to publish posi-
tive assessments (e.g., Countryman
1969, Kurth 1968, Scowcroft and
others 1967). Nevertheless, we
suspect a certain sensitivity still
exists in having fire researchers
second-guess fire operations per-
sonnel. This might be overcome

in part by involving practitioners
in the analysis.

Parting Thoughts

As fire behavior research profes-
sionals, we admire the determina-
tion that Olsen and others showed
in their approach to systematically
documenting the Honey Fire. It
must have been extremely difficult
for Olsen to complete his case study
article in the face of the criticism
that followed the control of the
Honey Fire.

We can only speculate whether the
gain was worth the adversity that
Olsen and his crew faced afterward.
Despite their express freedom to
study fire behavior, the question of
whether or not to engage in initial
attack must have constituted a
major moral dilemma. Obviously,
the crew sincerely believed in the
value of their research, and such
dedication to the task is commend-
able. Would you have done the
same?
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Vehicle and equipment used in fire behavior studies by fire research staff of the Southern
Forest Experiment Station during the mid fo late 1930s on the Harrison Experimental
Forest, De Soto National Forest, MI. From left to right, the instruments are Foxboro
pyrometer, thermocouple wire, thermocouple switch dial, storage battery, compass and
Jacob staff, 8-pen thermograph recorder, portable recording hygro-thermograph, hand
aspirated psychrometer, anemometer, and wood carrying case. In the truck compartments
there are glass jars for fuel samples, cans for soil samples, a chain, and cloth of varying
colors for plot markings. Photo: T.T. Kohara, Forest Service, 1937.

Remembering (or Discovering) the
1988 Yellowstone Fires

ny member of the wildland fire community younger than 21 years

old was not even born when the Yellowstone fires of 1988 took

place. And many of those who were involved have since gone on
to retire from active service or are about to. Thus, a report recently
published by the Wildland Fire Lessons Learned Center (WFLLC) will
no doubt be of value to both generations in remembering, or in fact
discovering, the past. The WFLLC report is entitled “The 1988 Fires
of Yellowstone and Beyond as a Wildland Fire Behavior Case Study”
and was written by Dr. Marty Alexander. This report is based in part on
the opening remarks made by the author at the fire behavior fuels and
weather session of The '88 Fires: Yellowstone and Beyond conference
held 22-27 September 2008 in Jackson Hole, WY. Dr. Alexander served
as the co-organizer and co-moderator of the session. A copy of the
WFLLC report is available for download at: <http://www.wildfirelessons.
net/documents/alexander_Yellowstone88_FB.pdf>.

A crowning forest fire
begins to descend upon

the Old Faithful complex

in Yellowstone National
Park on September 7, 1988.
Photo: Jeff Henry, National
Park Service, courtesy of
the Yellowstone Digital
Slide File.
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Don McKenzie

wildfire management policies

affect public land management
decisions concerning air quality
through the 21st century? As global
temperatures and populations
increase and demands on natural
resources intensify, managers must
evaluate the trade-offs between air
quality and ongoing ecosystem res-
toration. In protected areas, where
wilderness values are paramount,
public land agencies have adopted
the policy of using wildfires to ben-
efit natural resources, allowing nat-
urally ignited fires to burn unless
they present additional threats,
such as fire risk to structures or
degraded air quality.

H ow will climatic change and

Effects on Air Quality

Fire effects on air quality can be
both local and regional. Smoke
exposure at fires and immedi-

ately downwind from fires can
cause respiratory problems even

in healthy people, but exposure is
especially problematic for those
with asthma or other chronic
respiratory problems. Particularly
hazardous are the particulate emis-
sions smaller than 2.5 microns

(2.5 x 10-6 m) in diameter (PM,s),
which can be breathed more deeply
and cross protective membranes in
the lungs. These same particulates
and other elements of the smoke
plume can impair visibility hun-
dreds of miles downwind from

Don McKenzie is a research ecologist for
the Pacific Wildland Fire Sciences Lab,
Forest Service, Seattle, WA.

emissions sources (Malm 1999). In
the Western United States, regional
haze from fires and other sources
reduces visibility in most of the
protected areas at some time dur-
ing a typical year. The worst days, in
terms of visibility, are usually asso-
ciated with smoke from wildfires.

To maintain air quality, we need to
understand not only present-day

emissions from fires but also how
conditions may change over time in
response to future climatic chang-
es, land use, and management
strategies. Fire regimes will likely
evolve in response to temperature
increases and associated vegeta-
tion changes (McKenzie and others
2004). The annual area burned by
wildland fire is expected to increase
across the Western United States

In the Western United States, regional haze
from fires and other sources reduces visibility
in most of the protected areas at some
time during a typical year.

Yosemite (left) and Glacier (right) National Parks experiencing near-pristine (fop) and
severely degraded (bottom) visibility. Photos courtesy of the IMPROVE Web site. [Web site

<http:/lvista.cira.colostate.edu/IMPROVE/>.]

Fire Management Today


http://vista.cira.colostate.edu/IMPROVE

and Canada (Flannigan and others
1998, McKenzie and others 2004,
Gedalof and others 2005).

Fires in many ecosystems are
already becoming larger and

more severe than under historical
conditions because of increasingly
severe fire weather, unnatural fuel
buildup from fire suppression, or
both (Agee 1997, Allen and others
2002). Increases in area burned
and fire severity increase biomass
consumption, smoke emissions,
and atmospheric dispersion of par-
ticulates and aerosols that produce
regional haze.

Air Quality Trade-Offs

There are many obstacles to return-
ing the Nation’s wildlands to their
natural fire regimes, as noted by
other authors in this issue. In
many regions, such as the Pacific
Northwest, air quality restrictions
are one of the major impediments
even to well controlled prescribed
fires. These restrictions are based
on the hazard of smoke exposure

to local communities. Local effects,
and the prospect of generating
unacceptable visibility impairment
in protected areas many miles away,
make the management of wildfires
for resource benefits less available
as a fire management tool.

In one study, colleagues and I simu-
lated smoke dispersion and regional
haze from the wildland fires of
2003 in the Pacific Northwest with
an integrated model of fire starts,
combustion, emissions, and dis-
persion. We found that wildland
fires in Oregon and Washington
produced significant regional haze
downwind at Glacier National Park
in Montana and the Bob Marshall
and Selway-Bitterroot Wilderness
Areas in Montana and Idaho (fig. 1).
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Fire Scenario Builder:
A Tool for Predicting Regional
Haze From Wildland Fire

aze-producing emissions are sensitive to weather patterns and
H the nature of fire occurrence, which can be offset by management

efforts. The fire-scenario builder uses real-time regional meteorol-
ogy to simulate regional haze under current conditions and allows for
the projection of wildfire events. A fuel-mapping module links vegeta-
tion data to a fuel classification system. A framework of emission, con-
sumption, dispersion, and trajectory models reads the fire event data
and the fuel mapping and calculates smoke emissions, plume rise, and
regional-scale dispersion. Associated research is reported in McKenzie

and others (2006).
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Thinking Locally,
Reacting Globally

Fire managers in national parks
and wilderness areas are faced with
background levels of reduced air
quality, which exacerbate the con-
flict between air quality and other
wilderness management goals. The
contribution of wildfires to haze, in
particular those wildfires allowed
to burn as a natural ecological
process, may be overestimated in
some areas, leading to management
choices hostile to the expansion

of the use of wildfires for resource

benefits. In some cases, wildfires
may be the sole source of smoke,
whereas in others it may be a minor
contributor alongside agricultural
and industrial pollution and haze
from distant wildland fires.

Climate Change and
the Use of Wildfires as
an Ecological Process

How will wildland fire affect vis-
ibility in the future? With a warm-
ing climate, statistical models and
simulation models suggest that
wildland fire areas will increase in
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Figure 1—Class I wilderness areas in the Pacific Northwest. Arrows indicate approximate
flow patterns of smoke emissions from wildland fires in Washington and Oregon. From

McKenzie and others 2006.

Figure 2—Tofal emissions of PM, 5 (fons) from wildland fires simulated over a
future decade (2045-2054) compared to estimates from fire records (1990-1999).
Simulations were restricted to the West; the observational data covered the

conterminous United States.

the Western United States (fig. 2).
We can, therefore, also expect the
contribution of fire to regional haze
and reduced visibility to increase.

Emissions are projected to increase,
especially in the westernmost
States. Given current patterns

of smoke dispersion, in which

haze from fires in Washington,
Oregon, and California significantly
degrades visibility in national parks
and wilderness areas to the east,

Idaho and Montana will continue
to be affected by regional haze,
thereby compromising the role of
naturally ignited wildfires as an
ecological process.

Given the expected complex-

ity of future management and
policy decisions, multidisciplinary
approaches are needed to guide
management alternatives in the
face of dynamic ecosystems and

a warming climate. Examining

prescribed fire scenarios or other
means of fuel reduction allows us
to estimate the potential value of
fuel treatments on multiple-use
lands for enabling ongoing appli-
cation or expansion of managing
wildfires for resource benefits in
protected areas. Understanding
trade-offs between air quality and
ongoing ecosystem restoration, and
precise quantitative estimates of
the effects of fuel treatments, will
help land managers across the West
make informed choices.
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WE Don’t BEnD THEM, WE Don’t
BrReAK THEM...WE Don’T Know THEM

Bryan Scholz

ost of us don’t know the 10
M standard firefighting orders

and 18 watch out situations,
the “10 & 18,” by heart. Judging by

our fatality reports and close calls,
it shows.

In 1956, Forest Service Chief
Richard McArdle convened a task

force to study 16 fires that occurred

from 1937 to 1956. These fires had
79 fatalities due to burnover. The
resulting 1957 report to the Chief
(Moore and others 1957) identified
10 factors that were common to
many of these fires:

1. Unexpected fire behavior—
basic elements not understood;
indicators of change in usual
fire behavior not recognized;
local fire weather forecasts not
obtained, inaccurate, or not
understood.

2. Instructions—not followed, not
clear, or not given.

3. Foremanship—lost control of
personnel at critical time.

4. Line supervision—overhead
busy on minor jobs, not avail-
able when major decisions had
to be made.

5. Communication—not available,
not used, or broken down.

6. Firefighting strategy and
tactics—control effort made
in wrong location or without

Bryan Scholz is an assistant fire man-
agement officer for Central Oregon Fire
Management on the Ochoco National
Forest.
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Knowing the “10 & 18"
Is the best tool we have
to protect ourselves
from bad decisions. It
Is the best tool we can
give to our rookies to
protect them from our
bad decisions.

adequate margin for safety;
detailed line location incorrect.

7. Scouting—not done, not thor-
ough, too dependent on air
scouting.

8. Escape plan—not formulated,
not explained, not executed.

9. Lookout posting—routine
practice not followed.

10. Organization—humans and
machines committed to action
without adequate supervision,
or without adequate tie to the
rest of the organization.

To address these critical factors,
the report presented a list of 10
“standard firefighting orders” and
recommended:

“These orders are to be com-
mitted to memory by all
personnel with fire control
responsibilities.

“Military organizations have
had long experience in train-
ing men to remember certain

fundamental instructions and
to react even in emergencies in
accordance with those instruc-
tions. One device by which such
discipline is achieved is that

of ‘general orders,” which all
men of the unit are required to
memorize. On some of the fires
we reviewed, men who knew
better just did not pay adequate
attention to good firefighting
practices that seem like small
details, but could become the
critical item in an emergency.
The use of a form of standard
orders starting immediately
would be a long step in the
direction of assuring attention
to the fundamentals” (Moore
and others 1957).

Shortly after the standard firefight-
ing orders were incorporated into
firefighter training, the 18 watch
out situations were developed to
complement them (USDA Forest
Service 2008a).

Fifty years later, fire has found no
new way to hurt us. We continue

to make the same mistakes. From
Mann Gulch to South Canyon to
Cramer, we put ourselves into
places where there is unburned fuel
between us and the fire, or where
we can’t see the main fire and we’re
not in contact with someone who
can. We make decisions that are
not based on current and expected
fire behavior.




In “A Trend Analysis of Fireline
‘Watch Out’ Situations in

Seven Fire Suppression Fatality
Accidents” (Morse 2004), 84 sepa-
rate hazardous conditions or events
were identified in the fatality
reports. Morse states, “In each of
seven fatality events, a single over-
looked ‘watch out’ appeared to be
the major contributing factor.”

In a September 2004 report to

the Chief, the Office of Inspector
General (OIG) analyzed the fatality
reports for the Cramer, Thirtymile,
and South Canyon Fires. The OIG
found that “fire suppression per-
sonnel violated all of the [standard
firefighting] orders and failed to
mitigate most of the watch out
situations. Each fire had rapid
growth unexpected by manage-
ment; fire suppression personnel
employed questionable or improper
tactics and did not adjust their tac-
tics as necessary” (USDA Office of
Inspector General 2004).

This is not just a problem during
wildfire suppression. In 2006, 10
people assigned to the Little Venus
Fire on the Shoshone National
Forest in Wyoming as part of a
fire use module were entrapped by
the fire and deployed fire shelters.
Members of this fire use module
did a great service to their profes-
sion by contributing openly and
honestly to the after-action review,
especially by reminding us that a
fire managed in part for ecosystem
benefits (those previously called
wildland fire use events) is still a
wildfire, and the same rules apply.
From the review:

“This incident...differs from
past deployments in that the
involved personnel were not
actively engaged in the perfor-
mance of an operational fireline

assignment when the deploy-
ment occurred. They were
enroute to a camp location to
debrief with a crew they were
replacing and would not

have been given a fireline
assignment until the next
operational period.”

“The 10 standard firefighting
orders must be firm rules of
engagement. They cannot be
simple guides, nor can they

be ‘bargained.” They are the
result of hard-learned lessons.
Compromise among one or
more of them is always the com-
mon denominator of tragedy.

On Dude, South Canyon, and
Thirtymile, these orders were
ignored, overlooked, or somehow
compromised. The orders mean
little once we are in trouble, and
because of that we must routine-
ly observe them and rely on them
before trouble confronts us.”

—Jerry Williams,
former director, Fire and
Aviation Management (2002)

“Many individuals did not have
a thorough understanding of
the purpose and objectives

of their fireline assignments;
many did not have a good
awareness of the weather, its
influence on fire behavior,

and resource disposition; an
understanding of planned con-
tingencies; working knowledge
of personnel assigned to the
fire and the chain of command;
and assumptions were made
that led to failure to realize
deficiencies in the organiza-
tion and implementation. As a
result, this lack of situational
awareness created instances of
confusion, incomplete informa-
tion sharing, and contributed
to complacency.”

“There were numerous instanc-
es where personnel indicated
their perceptions that wildland
fire use and wildfire suppres-
sion were two separate events,
even on a single wildland fire
such as the Little Venus Fire.”

The reasons for not recognizing the
18 watch out situations and not fol-
lowing the 10 standard firefighting
orders are complex, and have much
to do with human factors. But
whatever the reasons, judging by
our fatality reports and close calls,
we continue to act like we don’t
know the “10 & 18,” and the reason
is, a lot of us don’t. This doesn’t
make sense. We should be required
to prove, every year, that we know
the “10 & 18” by heart in order to
get an incident qualifications card
(“red card”). Knowing the “10 &
18” is the best tool we have to pro-
tect ourselves from bad decisions. It
is the best tool we can give to our
rookies to protect them from our
bad decisions.

Some people think that the new
foundational doctrine for fire sup-
pression (USDA Forest Service
2005) replaces the “10 & 18.” While
this is not its intent, there is lan-
guage in the doctrine that confuses
the issue. The doctrine describes
the “10 & 18” as “universal prin-
ciples of suppression operations...
principles [that] guide our funda-
mental fire suppression practices,
behaviors and customs, and are
understood at every level of com-
mand.” However, the doctrine then
states that they “...are not absolute
rules. They provide guidance in the
form of concepts and values.” This
is an unfortunate contradiction.
Either the “10 & 18” are universal
and fundamental, or they are not.
Either we base all of our actions on
current and expected fire behavior
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or we don’t. And if we’re not going
to base all our actions on current
and expected fire behavior, then
what are we going to base them on?

Some people think that “lookouts,
communications, escape routes,
and safety zones” (LCES) replace
the “10 & 18.” I had the privilege
of hearing one of the first lectures
that Paul Gleason gave about his
concept of LCES, and it was not
his intent that LCES replace the
“10 & 18.” The establishment of
LCES on the fireline is dependent
on recognizing the watch out situ-
ations and following the standard
firefighting orders. The use of
LCES is a dynamic system; it exists
and moves in space and in time, as
the fire moves and as the firefighter
moves. LCES “must be continu-
ously evaluated as fire conditions
change” (USDA Forest Service
2008b). But the system will not
work unless it is based on current
and expected fire behavior, and a
firefighter who doesn’t know that
standard order can’t follow it.

There is a perception among some
firefighters that following the “10
& 18” reduces our tactical options,
but there is no fire suppression
tactic that is prohibited by “10 &
18.” For example, downhill line, 1
of the 18 watch out situations, is

a potentially hazardous situation
whose risk is mitigated by follow-
ing the standard firefighting orders.
Downbhill line is not prohibited; in
some situations, it is safer.
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“Safety first” is a simple,
clear expression of the
fundamental value of
our profession.

There is concern that the orders
are not measurable and quantifi-
able. So what? They are clear and
concise: “keep calm,” “give clear
instructions,” and “know what your
fire is doing.” While most mission
statements, vision statements, and
value statements are ambiguous

or grammatically challenged, “safe-
ty first” is a simple, clear expres-
sion of the fundamental value of
our profession.

Fifty years ago, some smart, expe-
rienced firefighters identified the
common hazards of the fireline and
came up with a set of rules to miti-
gate those hazards that is elegant
in its simplicity. It is one of the best
things that the Forest Service has
ever done. We should honor the
memory of those firefighters by see-
ing that “the orders are committed
to memory by all personnel with
fire control responsibilities.”
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FrRom ANOTHER PERSPECTIVE—
THE 10s, 18s, AND FIRE DOCTRINE

Larry Sutton

offered as response to the

article, “The 10 Standard
Firefighting Orders and 18 Watch
Out Situations: We Don’t Bend
Them, We Don’t Break Them...We
Don’t Know Them;” they are meant
to continue the
discussion on this important topic.
My impression of some of the
points the article makes might be
summarized as follows:

The following comments are

1. If all firefighters memorized the
“10 & 18,” we would have fewer
fireline fatalities;

2. Historic investigation reports
have reached the correct
conclusion that firefighter
mistakes cause firefighter
fatalities, and the same reports
accurately point out what those
mistakes were;

3. The standard orders need not
be measurable and quantifiable;
and

4. Foundational doctrine for fire
suppression somehow contra-
dicts or confuses the intent or
purpose of the “10 & 18.”

We all want firefighters to come
home safely after every shift, on
every fire. Yet we recognize that
the environment in which we oper-
ate contains many hazards, some
of which can be difficult to detect
or predict until it’s too late. The
problem with relying too much

on memorization of rules to keep
us safe is that we are presuppos-

Larry Sutton is the fire operations risk
management officer at the National
Interagency Fire Center in Boise, ID.

ing that a firefighter’s mind will
retrieve the appropriate piece of
memorized information for any
situation, even under stress, and
make it available just when needed.
Unfortunately, human minds under
duress just don’t work that way.
Even if they did, a firefighter would
still have to consider multiple pos-
sible courses of action, decide, and
then act under conditions involving
time pressure, fatigue, and incom-
plete information. These “human
factors” are extremely important

to any complex human endeavor
like wildland firefighting, which is
why the approach of simple memo-
rization of rules will ultimately be
ineffective. It is easy to memorize
words without understanding

their implications.

was going to do. An investigation
report that says that specific fire
behavior could have been or should
have been predicted is itself an
interpretation: investigators have
the advantage of hindsight. What
actually happened was that the fire
moved faster, or went in a differ-
ent direction, or burned with more
intensity than firefighters thought
it would. Is this a shortcoming on
the part of the firefighters? Not
necessarily. Unpredictability is not
predictable: even the most sophisti-
cated fire behavior prediction tools
currently available cannot always
replicate observed fire behavior.

Unfortunately, accident investiga-
tion reports have historically done

The problem with relying too much on
memorization of rules to keep us safe is that
we are presupposing that a firefighter's mind

will retrieve the appropriate piece of memorized
information for any situation, even under stress,
and make It available just when needed.

Furthermore, we have to look at
what is being memorized. Standard
order #3 is frequently mentioned:
“Base all actions on current and
expected behavior of the fire.” The
problem with this order is that you
can follow it and still be killed! All
that is required is for the fire to

do something unexpected. In fact,
that is the true common denomi-
nator of fire behavior on tragedy
fires: what the fire actually did
wasn’t what firefighters thought it

a poor job of reconstructing the
“whys” of an accident. Why did the
firefighters’ decisions make sense
to them at the time? Simplistic
causal factors have been cited, such
as the “violation” of a standard
order requiring firefighters to have
an escape route. Often, firefighters
did have one or more escape routes,
but they were inadequate when
needed. We need to know why fire-
fighters thought an escape route
would be adequate when in fact
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it proved not to be. Most reports
haven’t told us that, even when
firefighters survived a burnover.

The standard firefighting orders
and watch out situations focus on
preventing burnovers, but they are
no guarantee of safety from fire
behavior-related hazards, and they
do not address the other four-fifths
of accidents that kill firefighters.
Accident data show that burnovers
account for approximately 21 per-
cent of all wildland firefighter fatal-
ities. The other 79 percent are from
causes unrelated to fire behavior,
including aviation (23 percent),
driving (23 percent), heart attacks
(22 percent), and hazard trees/
rocks (4 percent) (see “Wildland
Firefighter Fatalities in the United
States, 1990-2006,” available at
<http://www.nwcg.gov/pms/pubs/
pms841/pms841_all-72dpi.pdf>).

ciples or best practices, they are, in
fact, subjective and circumstance-
dependent enough that they cannot
function as true standards by which
firefighters should be judged in a
post-accident investigation. In the
past, occupational safety and health
investigators have agreed to have
standard order “violations” removed
from the record. There is also now
case law (Backfire 2000 vs. United
States of America, 2006, available
at <http://wildfirelessons.net/docu-
ments/CJ_Molloy_ruling_memo.
pdf>) describing the standard
orders as “vague principles” and
calling the language used in them
“...the language of discretion,

not of specific mandatory actions
or protocols.”

For example: should you automati-
cally disengage if you can’t main-
tain prompt communications with

The foundational doctrine for firefighting is based
on the premise that the best tools we have are
firefighters’ brains using all our best practices for
safe firefighting, not a set of hard and fast rules
to cover all situations.

It’s very important for firefight-

ers to clearly understand what the
standard firefighting orders rep-
resent. First, we need to be clear
about whether or not they are, in
fact, “orders”: standards that must
be followed at all times. Second, if
we consider them to be mandatory
orders and use them as a yardstick
to judge firefighter behavior when
things go wrong, then they must be
“measurable and quantifiable.” But,
is it even possible for the standard
orders to be measurable and quan-
tifiable? It seems clear that while
the standard orders and the 18 situ-
ations are extremely useful as prin-
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your supervisor? How are “prompt
communications” defined? Is it
really possible to know what your
fire is doing at all times, when you
are on one division of an 80,000
acre (30,000 ha) fire? It’s important
to know what’s happening on your
division and adjoining divisions

for the safety of your crew, but

it’s often a practical impossibility
to know what’s happening with

the whole fire unless you're an
operations section chief. Even then,
you'd only have a general idea—you
wouldn’t know about every spot
fire on every division. The standard
orders cannot be absolute rules. We

must recognize them as best prac-
tices for safe firefighting and teach
them that way.

The foundational doctrine for fire-
fighting is based on the premise
that the best tools we have are fire-
fighters’ brains using all our best
practices for safe firefighting, not a
set of hard-and-fast rules to cover
all situations. Simply put, the stan-
dard orders and watch outs alone
aren’t enough to keep firefighters
from harm. There is no silver bullet
in managing the risks confronting
wildland firefighters; there is just
a large toolbox of principles and
best practices for safe and effec-
tive firefighting, coupled with
firefighters’ discretion.

Doctrine was never meant to
replace the standard orders; look-
outs, communications, escape
routes, safety zones (LCES); or
other published guidance. Doctrine
is the leaders’ intent: a common
set of values that can guide our
actions in a variety of situations.
It’s noteworthy that, while the idea
for standard orders came from mili-
tary organizations, so did the idea
for operational and strategic doc-
trine, something that exists today
in all branches of the U.S. military.
Furthermore, the general orders in
the military, upon which the stan-
dard orders were modeled, are just
that: general orders, not specific
ones. The general orders have to do
mainly with soldiers’ conduct while
on guard duty—they are not a set
of prescriptive rules to be followed
in any given tactical situation. The
military places a high value on
individual soldiers’ initiative and
creativity in those situations, just
as we do for our firefighters.

As for LCES, that too is dynamic
guidance. Brad Mayhew, a former



http://wildfirelessons.net/docu
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hotshot, developed a variation on a more thorough discussion, see trade. Well-educated firefighters

LCES that he calls “F LCES A.” The http://www.firerescuemagazine. and capable leaders who are able to
“F” stands for fire behavior, which com/pdfs/WUI_04.pdf.) maintain situation awareness and
urges you to consider the poten- continuously make sense of their
tial “worst case scenario.” LCESis  These topics will be discussed and environment are safe firefighters.
looked at to determine if it’s ade- debated by firefighters forever. It’s But we're kidding ourselves if we
quate for that worst case. And the important for firefighters to learn think that any single rule set will
“A” (delta) represents change—it and understand—not just mem- serve to keep everyone safe on every
is there to remind you to consider orize—the standard firefighting fire. There is no such thing as a
“what’s changing now” as well as orders and watch out situations, “safety guarantee” in the dynamic
“what might change later.” (For LCES, and all the other tools of our  wildland fire environment. H

Introducing the Virtual Incident Procurement (VIPR)
System

Beginning with the 2009 fire season, the Forest Service is using the Virtual Incident Procurement (VIPR)
system to acquire certain types of contracted equipment for incident management. The VIPR system is a
Web-based Forest Service application that awards and administers preseason Incident Blanket Purchase
Agreements or [-BPAs (formerly called Emergency Equipment Rental Agreements or EERAs; EERAs are
used for at-incident sign ups and are not part of VIPR).

Solicitations for wildland fire equipment are posted on the FedBizOpps Web site: <https://www.fbo.gov/>.
Vendors may easily sort and find solicitations issued through VIPR, e.g., “VIPR I-BPA for Mobile Laundry in
the Intermountain Region.” Computer-based forms submitted to VIPR are used to respond to solicitations.
Vendors who wish to participate will need appropriate computer access and an

eAuthentication account.

For more information about VIPR, including how to set up an
eAuthentication account and what equipment categories are being solicited, visit <http:/www.fs.fed.us/busi-
ness/incident/vipr.php>.
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THE POTENTIAL FOR RESTORING FIRE-
ADAPTED EcoSYSTEMS: EXPLORING
OppPORTUNITIES TO EXPAND THE USE OF
WiLDFIRE As A NaTuraL CHANGE AGENT

Gregory H. Aplet and Bo Wilmer

est ecosystems for millennia.

From ponderosa pine wood-
lands that burn every few years to
subalpine forests that erupt into
flame every few centuries, most
forests have evolved with fire and
depend on periodic blazes for
health and regeneration. Fire is
such an important force that veg-
etation ecology and fire cannot be
described independently.

Fire has shaped America’s for-

Just as vegetation ecology and
fire are intimately connected,
land management and fire man-
agement are inextricably linked.
Policymakers and forestry experts
recognize that, after a century of
fire suppression, there is a crisis
in forest health: fire-dependent
ecosystems starved of regular fire
cycles now have unhealthy fuel
loads and experience unnatu-
rally large wildfires (Laverty and
Williams 2000, Aplet and Wilmer
2005).

In response, forest managers seek
to restore fire to fire-dependent
ecosystems using both manage-
ment-ignited and natural fires. The
management of natural fires as a
natural change agent in designated,
remote sections of the landscape is
widely accepted by scientists, man-
agers, and policymakers. It is a tool
for restoring forest health and miti-

Greg Aplet is a senior forest scientist with
The Wilderness Society in Denver, CO. Bo
Wilmer is a landscape scientist with The
Wilderness Society in Boise, ID.
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Just as vegetation ecology and fire are
intimately connected, land management and
fire management are inextricably linked.

gating the escalating costs of fire
suppression (USDA Forest Service
and others 2001). But despite its
broad acceptance, in practice,
wildfires are rarely used to benefit
natural resources. Many people
consider allowing wildfires to burn
for resource benefit to be appro-
priate only in national parks and
wilderness; even some fire manag-
ers view this management option
as too risky (Parsons 2000, Black
and others 2008). If the benefits of
wildfire are to be realized, use of
wildfires as a natural change agent
must be applied over large areas
wherever safe. The fire manage-
ment approach we suggest would
greatly expand the use of wildfires
for resource benefit across signifi-
cantly larger areas of the Western
landscape.

A Three-Zone Approach

Three situations exist on any land-
scape with regard to communities
and fire:

1. Where fire has the potential to
cause great damage to people
and homes, and fire should
always be excluded,;

2. Where people are uncomfort-
able with the close proximity
of natural fire but fire could be

used as a tool to reduce fuels
and restore ecosystems under
tightly prescribed conditions;
and

3. Where fire is distant enough
from communities that it
poses little risk to people and
resources and natural fires can
be used to help achieve land
management objectives.

These three situations are compat-
ible with a three-zone, landscape
approach to wildland fire manage-
ment (DellaSala and others 2004,
The Wilderness Society 2006).
Under this approach, a community
fire planning zone (zone 1) consists
of the area immediately adjacent
to communities and is managed
for community protection. A wild-
fire resilience zone (zone 2) exists
beyond zone 1 for a few miles and
is managed not only to minimize
unplanned fire through direct
attack or containment but also to
restore conditions that are ecologi-
cally resilient to fire. Beyond zone
2, the full range of management
responses to fire (from direct attack
to monitoring) is possible, but
emphasis is placed on the use of
fire for resource benefit. In this
fire use emphasis zone (zone 3),
management of fire as a natural




process is a priority when conditions allow. Public land
managers may use these three planning zones to focus
resources where they are most needed and to restore
natural processes to the landscape where practical.

Because the highest priority is the protection of people
and their homes, the first step in designing a plan to
promote the management of fire as an ecological pro-
cess is identifying the community fire planning zone
(Wilmer and Aplet 2005). Although sometimes called
the wildland-urban interface, the term community fire
planning zone better conveys the overriding objective
of community protection for the area. Areas designated
as zone 1 should be examined for opportunities to

improve public safety through public education, infra- B
structure improvement, and fuels treatment (Cohen
2000, Nowicki 2002). Delineation of community areas
at risk from wildland fire can help focus community
protection efforts.

The wildfire resilience zone would extend from the
community fire planning zone to a distance considered
safe for possible fire use. Within zone 2, suppression
would be the response to unplanned ignitions, but fire
could be introduced intentionally to achieve manage-
ment objectives. The primary management objectives
in zone 2 would be (1) protection of critical resource
values such as recreation sites, experimental forests,

and research natural areas, and (2) maintenance of
ecological resiliency through modification of forest c
composition and structure. Generally, this means fuels
would be modified to protect specific resources and
restore ecosystems (Landres and others 1999, Brown
and Aplet 2000).

Opportunities for expanded management of wildland
fires for resource benefit exist in the fire use empha-
sis zone. The full suite of management responses
(including suppression and containment) is available
under any given condition, but the preference would
be to maximize opportunities for managing wildfire
for resource benefit wherever possible. Delineation of
zone 3 would require rigorous analysis to determine
if an area is far enough away from communities such

Figure 1—Comparison of current opportunities for using

that fire would not be expected to threaten structures wildfires for resource benefits with an expanded fire use
or other highly valued resources. Zone 3 delineation emphasis zone (FUEZ) in California (A), Idaho (B), and
should increase managers’ confidence to select this Montana (C). Current opportunities to use wildfire as a natural

change agent based on existing national parks and wilderness
are represented by yellow cross-hatching. Fire use emphasis
zones (zone 3) are represented in dark green (Federal lands)
and light green (non-Federal lands). The wildfire resilience
zones (zone 2) are shown in pink. Community fire planning
zones (zone 1) are shown in red.

management option in the event of a natural ignition.
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Mapping the Zones

To represent the three-zone
approach and identify opportuni-
ties for expanded use of wildland
fire as a natural change agent, we
mapped areas meeting the defini-
tion of a wildland-urban interface
community.* Using housing data
from Census 2000 and ownership
data for California, Idaho, and
Montana (three States representa-
tive of conditions in the Western
United States), we identified loca-
tions meeting the housing density
threshold for definition as a com-
munity. We removed public land
(where houses generally do not
occur) from census blocks and
calculated where housing density
within a census block exceeded
one house per 40 acres (16 ha) on
private land. We assigned those
communities a %-mile buffer to
complete delineation of zone 1.

A Y%-mile buffer is codified in law
(Healthy Forests Restoration Act of
2003) and provides a practical zone
in which to look for opportunities
to reduce home ignitability through
fuels reduction, emphasis on use
of fire-resistant building materials,
and education efforts (Wilmer and
Aplet 2005).

A buffer extending 5 miles around
zone 1 represents the wildfire resil-
ience zone (zone 2). In practice,
the extent of zone 2 would have to
be negotiated through participa-
tory public planning; a 5-mile buf-
fer was chosen as a starting point
for this analysis because it seems

a reasonable approximation of the
discomfort zone within which it

is unrealistic to expect people to
accept natural fire. From % to 5
miles outside of communities also
provides a reasonable area for fuels
treatments that should be the focus

Managing the landscape under a three-zone,
landscape-scale fire management strategy could
dramatically increase the area on which natural

fire could be managed for resource benefit,

without fear of property loss.

of restoration work in the dry for-
ests of the Western United States.
In some cases, restoration would be
desirable beyond this distance, but
most opportunities to reduce fuels
in dry forests at low elevations for
restoration purposes exist within a
few miles of communities. By limit-
ing zone 2 to a 5-mile wide buffer,
restoration planning can be focused
on the “frontcountry,” where the
need is clear and there is less con-
troversy over the use of thinning.

We classified the remainder of the
landscape beyond zone 2 as the fire
use emphasis zone. We assessed
opportunities for expanded manage-
ment of wildfire by comparing the
extent of zone 3 with an approxi-
mation of the current opportunities
for managing wildfires for resource
benefit, defined by the boundaries
of existing national parks and wil-
derness areas in California, Idaho,
and Montana.

Fire Use
Emphasis Zone

Currently, 15,404,733 acres
(6,234,074 ha) of national parks
and wilderness areas in California
are available for using wildfires as
part of land management (fig. 1A).
Under the three-zone approach
suggested above, the estimated fire
use emphasis zone would encom-
pass 21,584,654 acres (8,935,000
ha) of Federal land (a 40-percent
increase over the current situation)

and 6,095,789 acres (2,466,878
ha) of private land, most of it in
the mountains to the west of the
Central Valley. Together, lands in
this zone would amount to 27.5
percent, about one-quarter, of the
area of California.

In Idaho, national parks and wil-
derness cover less than 4 million
acres (1.6 million ha) (fig. 1B).
Our estimated fire use emphasis
zone would increase the amount
of Federal land available for using
wildfires as part of land manage-
ment by 319 percent to 16,598,211
acres (6,717,057 ha), and identify
3,488,543 acres (1,411,763 ha) of
non-Federal land, mostly in south-
east Idaho, where natural fire could
be considered as a management
option. Zone 3 in Idaho would rep-
resent 37.6 percent, over one-third,
of the State’s area.

In Montana, the situation is even
more dramatic. Montana currently
has 4,583,378 acres (1,854,827 ha)
of national parks and wilderness
(fig. 1C). The delineated zone 3
would almost triple the amount of
Federal land suitable for using wild-
fires as part of land management

to 13,631,600 acres (5,516,512 ha),
but an even larger change would be
the inclusion of almost 29 million
acres (11.7 million ha) of private
land in the eastern two-thirds of
the State. All told, zone 3 would
represent 45.6 percent, almost one-
half of the area of Montana.

*"Urban wildland interface communities within the vicinity of Federal lands that are at high risk from wildfire” (Federal Register 66(3): 751-777, January 4, 2001).
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Land Management
and the Management
of Wildland Fire For
Resource Benefit

Our calculation shows that manag-
ing the landscape under a three-
zone, landscape-scale fire manage-
ment strategy could dramatically
increase the area on which natural
fire could be managed for resource
benefit without fear of property
loss. The fire use emphasis zone
would start at a distance of 5%
miles from delineated communi-
ties. In practice, this distance could
be modified by individual commu-
nity and scientific input, but these
numbers do suggest ample oppor-
tunity for expanded use of wildfire
in the West.

In order to implement the use of
wildfire as a management strategy,
Federal policy requires the exis-
tence of a management plan that
recognizes a beneficial role for fire;
currently, all human-caused igni-
tions must be suppressed. Even
with an approved fire management
plan that authorizes the use of nat-
urally caused wildfire for resource
benefit in a given area, weather
conditions, personnel availability,
and other variables would have to
be considered before a manager
could make a definitive decision to
use wildland fire to improve eco-
system condition. Once the initial
decision was made, fire managers
would have to constantly monitor
and re-assess conditions and order
suppression where appropriate.

Identifying the specific condi-

tions under which management of
wildfire as a natural change agent
might be appropriate requires
detailed scientific and spatial analy-
ses. Even in remote areas, forest
conditions, weather, and wind fac-
tors may preclude the safe use of

fire. The use of wildfires is appro-
priate only where the results of fire
would benefit resources. For exam-
ple, benefits are unlikely where
invasive weeds now carry frequent,
intense fire into plant communi-
ties in which fire was historically
rare. Generally, ensuring resource
benefits requires a determination
that fire behavior will be natural or
historically typical for the location.
To provide a sufficient basis for fire
management, a land management
plan would not need to include

Wilderness, roadless
areas, and remote
roaded land provide

excellent opportunities

to plan for management
of wildfire as a natural
ecological process.

these detailed analyses but must
provide sufficient latitude to allow
fire planners to identify the appro-
priate conditions for management
of wildfires for natural resources in
the subsequent fire management
plan. Such latitude could be provid-
ed by delineating zone 3 as widely
as possible.

Management prescriptions appro-
priate for zone 3 range from
addressing wilderness concerns and
protection of roadless character in
a roadless landscape to active resto-
ration and protection of recreation
sites in roaded areas. Prescribed fire
could be used throughout zone 3

to achieve a composition and struc-
ture that can accommodate natural
fire. This is especially true for road-
ed areas, where existing roads could
be used (possibly after thinning of
adjacent fuels) to systematically
reintroduce fire to the landscape.

In the roadless landscape, includ-
ing wilderness, managers must
prove that proposed actions will
not degrade roadless or wilderness
character prior to manipulation,
including the use of prescribed

fire. The Wilderness Act requires a
“minimum requirements analysis,”
a deliberate review to determine the
least disruptive method necessary
to accomplish the objective. The
special values of roadless areas also
demand that special care be taken.
The Wilderness Act does not specif-
ically prevent suppression action or
fuel management in wilderness, but
actions proposed for any part of the
roadless landscape must be care-
fully planned using best available
science and an inclusive public pro-
cess. Because remote areas tend to
be in higher elevation montane and
subalpine forests, open deserts, and
arid shrublands, little of zone 3 is
likely to be in the low-severity fire
forest types that may require thin-
ning or prescribed fire before natu-
ral fire will yield resource benefits.
The majority of zone 3 areas would
include forests typified by less fre-
quent fire regimes that would likely
benefit from natural fire as long as
fire regimes have not been altered
by invasive species, human igni-
tions, or other causes.

Fire management in zone 3 should
seek to maintain the natural
character of the area, even in any
roaded portion, and minimize
impacts to aquatic, terrestrial, or
watershed resources. Accordingly,
minimum-impact suppression
tactics should be used throughout
zone 3 when suppression is the
appropriate response.

Management of wildfires for
resource benefit has historically
been confined largely to wilderness
areas and national parks, but there
is no reason why fire cannot be

Fire Management Today



used outside wilderness, wherever
safe. Thus, the fire use emphasis
zone may be mapped as everywhere
beyond zone 2. Zone 3 in our exam-
ples includes any location further
than 5 miles from the wildland-
urban interface. The extent of zone
3 would vary regionally, depending
on the degree of regional develop-
ment. Opportunities for use of wild-
fires may be virtually nonexistent
in some places, and in other areas,
those opportunities may dominate.
Wilderness, roadless areas, and
remote roaded land provide excel-
lent opportunities to plan for man-
agement of wildfire as a natural
ecological process.
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WoRKING TOowARD A FIRE-PERMEABLE
LanDscAPE—IVIANAGING WILDFIRE FOR

RESOURCE BENEFITS IN REMOTE, RURAL,
AND URBAN AREAS OF ALASKA

Mary Kwart and Morgan Warthin

ildland fire is a recurring,
\/\/significant, natural process

in the boreal forest and
tundra ecosystems of Alaska. These
ecosystems surround Alaskan cit-
ies, towns, native villages, remote
homes, and historic properties,
rendering them susceptible to
wildland fire. In 2004 and 2005,
two of Alaska’s three most severe
wildland fire seasons on record,

A Tool for Alaska’s
Fire Managers

The Alaska Interagency Wildland
Fire Management Plan sets priori-
ties for the assignment of firefight-
ing resources statewide and pro-
vides a range of initial responses to
wildland fire through the use of fire
protection categories called “man-
agement options” (Alaska Wildland

Fire managers must think of values at risk in

terms of their permeability to wildland fire and

begin to promote a fire-permeable landscape
in which fire and values at risk coexist.

fires burned more than 11 million
acres (4,444,000 ha), an area great-
er than that of Massachusetts and
Connecticut combined. Now, fire
managers must think of values at
risk in terms of their permeability
to wildland fire and begin to pro-
mote a fire-permeable landscape:
one in which fire and values at
risk coexist. Managing wildfires

as an ecological process and
natural change agent is the first
of many steps toward achieving
that landscape.

Mary Kwart is retired from the U.S. Fish
and Wildlife Service in Anchorage, AK,
where she was a fire use manager and an
Alaska regional fuels specialist. Morgan
Warthin is a regional wildland fire com-
munication and education specialist for the
National Park Service in Anchorage, AK.

Fire Coordinating Group 1998).
The four management options—
critical, full, limited, and modi-
fied—are tied to the proximity of
the fire to values at risk; they deter-
mine priorities for fire suppression
needs and indicate where using
naturally caused wildfires to benefit
natural resources is appropriate.

Lands managed under the crifi-
cal management option—where
human lives, inhabited prop-

erty, housing developments, or
National Historic Landmarks are at
risk—are the first priority for the
assignment of suppression forces.
Lands under the fu// manage-
ment option—where uninhabited
property or cultural, historical, or
high-value natural resources are at

risk—have second priority. Fires on
limited management option lands
are generally managed for resource
benefits unless they threaten values
on adjacent lands.

The modified management option is
more flexible and provides a level of
management between the full and
limited options. A predetermined
conversion date is used as part of
the modified management option
to determine whether initial attack
on wildland fire is appropriate.
Fires that start before the conver-
sion date normally receive initial
attack. On the conversion date, the
Alaska Wildland Fire Coordinating
Group assesses the current fire
danger indices and fire activity to
determine whether it is appropri-
ate to convert to a noninitial attack
response strategy. Fires starting
after the conversion date might not
be selected to receive initial attack
and can be managed to accomplish
resource management goals and
reduce long-term suppression costs.

Most of Alaska’s park units and
wildlife refuges managed by the
U.S. Department of the Interior,
National Park Service (NPS) and
U.S. Fish and Wildlife Service
(FWS) have fire management plans
that approve management of some
wildfires for resource benefits on
lands in the limifed management
option and on lands in the modi-
fied management option following
the conversion date. If suppression
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actions have not been initiated

and the criteria for an alternative
response have been met, the agen-
cies can also use naturally caused
wildfires on lands in the modified
management option before the
conversion date, and those on lands
in the ful/ management option, for
resource benefits.

were within sight of a major rec-
reational road system and several
Kenai Peninsula communities.

The Irish Channel Fire, ignited by
lightning on July 6, burned on the
south shore of 25,000-acre (10,100-
ha) Skilak Lake within plain view of
touring motorists. The fire burned

Managing wildfires as an ecological process and
natural change agent is the first of many steps
toward achieving a fire-permeable landscape.

Fires used to protect, enhance, or
maintain resources are managed
with the expectation that they will
be of long duration. Fire managers
use long-term assessment methods
and tools to help determine where
the fire might burn, to identify
long-term management actions,
and to identify trigger points that
will initiate actions for preventing
the fire from burning into areas of
higher protection priority or for
protecting specific features. Fire
managers face unique challenges:
the incidence of wildland fire may
be increasing on the landscape and
Alaskan values at risk are varied,
widely dispersed, and often difficult
to access. Highlights of these chal-
lenges and their solutions follow.

Using Wildfire as
an Ecological
Process in Rural
and Urban Alaska*

During the 2005 fire season, the
Kenai National Wildlife Refuge in
south-central Alaska managed two
wilderness fires: the Irish Channel
Fire and the Fox Creek Fire. Both

in deep duff under white spruce and
hemlock. Smoke was visible from
the Sterling Highway, a main route
into the Kenai Peninsula. The

Irish Channel Fire was managed
under a stage 1 wildland fire
implementation plan (WFIP)
analysis level for 12 days. When
continuing dry weather indicated
that active fire behavior and perim-
eter growth would continue, the
WFIP analysis level progressed to a
stage 2. Although not directly on a
road network, the fire was directly
west of a floatplane- and boat-
accessible lodge on the shores of
Skilak Lake. Final fire size was 925
acres (374 ha).

The Irish Channel Fire burned within view
of a heavily used recreation road system.
Photo: Paul Slenkamp, FWS, 2005.

The Fox Creek Fire, discovered

the evening of July 11 by detec-
tion aircraft, was 392 acres (159

ha) at size-up and actively burning
parallel to 73,000-acre Tustumena
Lake. The weather on the Kenai
Peninsula had been hot and dry,
and the fire was burning by passive
crowning in stands of black spruce
and beetle-killed white spruce.
Although the fire was within des-
ignated wilderness, the smoke col-
umn was in plain view of the town
of Soldotna, which has a year-round
population of about 4,000 and twice
that during busy summer week-
ends, when recreationists arrive
from Anchorage.

The Fox Creek Fire smoke column was
consistently visible from central Soldoina.
Photo: Jim Hall, FWS, 2005.

Smoke from the Fox Creek Fire
was also visible within the com-
munities of Kasilof, Clam Gulch,
and Ninilchik. Suppression action
was taken only to protect specific
values at risk, such as the Caribou
Hills Recreation Area directly west
of the fire, which contained over
200 structures with no road access.

Because of the fire’s potential to
grow and threaten structures in the
Caribou Hills, the Kenai National
Wildlife Refuge and Kenai-Kodiak
Area Forestry decided to order a
“short” Alaska type 2 incident

*The wildland fires described in this article were managed under the 2003 “Interagency Strategy for the Implementation of Federal Wildland Fire Management Policy.” The 2009
“Guidance for Implementation of Federal Wildland Fire Management Policy” replaces that strategy and no longer uses the terms “wildland fire use,” “fire use incident,” or “fire
use manager” to describe naturally ignited fires managed for resource benefits. Terminology from 2003 policy was retained in this article to provide an accurate description of

how these specific fires were managed.
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Lessons Learned From The Fox
Creek and Irish Channel Fires:

1. The fire use manager for the two fires worked as a liaison between
the suppression service provider (Alaska Department of Natural
Resources—Division of Forestry, Kenai-Kodiak area) and the land
manager (Kenai National Wildlife Refuge) to revalidate the WFIP
daily. This allowed both the suppression service provider and the
refuge manager to be involved in the WFIP process, alleviating
understandable anxiety about an unfamiliar process.

2. The incident commander for the Fox Creek Fire, the suppression
fire management officer, and the refuge manager gathered around
a fire area map showing vegetation, land management boundar-
ies, and the latest fire perimeter. They collaboratively drew a
maximum manageable area, which proved to be a good choice and
remained intact for the duration of the fire.

3. The type 2 team provided successful management of the fire
under a wildland fire use strategy, and, when they transitioned to
a type 3 organization, the team ensured that the refuge manager
and the type 3 incident commander agreed on a plan of action
and organization.

4. Managing the impact of smoke on nearby communities was a
constant challenge. Besides being visible to local Kenai Peninsula
communities, a wind shift blew smoke into Anchorage (popula-
tion of about 270,000). Managers and incident commanders on
the Fox Creek and Irish Channel fires documented their work
and followed the guidelines in the “Smoke Effects Mitigation
and Public Health Protection Proposal” (see Alaska Wildland
Fire Coordinating Group 2007), which the Alaska Wildland Fire
Coordinating Group prepared in response to public concerns
about smoke impacts from the record-breaking 2004 fire season.

5. It was important to have wildland fire use messages prepared and
ready for use by incident information officers and staff who were
not familiar with management of fires for resource benefits. A
temporary staff answered a bank of phones so that information
could be clearly and consistently communicated to the public.

6. Aerial resources were critical to success. The two Canadair CL-215
air tankers proved invaluable during the successful burnout oper-
ations. With the fire in such close proximity to a large lake, these
“scooper” planes could make quick turnarounds, providing wet-
line and spot fire support as the burnout progressed. Maintaining
scarce aerial resources while multiple suppression fires were
active throughout the State was a constant challenge.

management team to help manage
the wildfire. A fire use manager was
already on site. The Fox Creek Fire
spread extremely quickly through
one of the largest contiguous fuel
beds on the Kenai Peninsula—
about 125,000 acres (50,600 ha) of
beetle-killed white spruce and live,
highly flammable black spruce.

While the Kenai National Wildlife
Refuge and Kenai-Kodiak Area
Forestry were transitioning with
the type 2 team, the fire progressed
quickly to a stage 3 WFIP analysis
level. Within a few days, the fire
grew to 25,189 acres (10,194 ha)
with about 150 people performing
suppression, support, and monitor-
ing. The final fire size was 26,300
acres (10,640 ha), the largest
wildfire on the Kenai Peninsula
since 1969.

Using Wildfire To
Manage Resources
in Remote Alaska

Although many NPS fire manage-
ment units in Alaska comprise
extensive and remote tracts of
fire-dependent ecosystems, val-

ues at risk dot the landscape. For
instance, there are about 325
known cultural resources in Denali
National Park and Preserve, but
cultural resource inventories are
incomplete, and this number rep-
resents only a small fraction of the
total sites. In 2005, Denali National
Park and Preserve sustained five
naturally ignited wildfires that were
used to benefit natural resources,
totaling 118,034 acres (47,767 ha).
To varying degrees, each of those
wildfires threatened a value at risk.

Thunderstorms ignited three
wildfire sites on June 16 in the
remote northwestern portion of
Denali National Park and Preserve.
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The NPS Western Area Fire
Management officer (a fire use
manager type 2) managed the fires
with support from a staff of six.

Denali National Park and Preserve
wildland fire use and Denali Mountain.
Photo: NPS Western Area Fire Management
Staff, 2005.

Over several days, the McKinley
River wildland fire use fire grew to
112 acres (45 ha). While complet-
ing “Wildland Fire Relative Risk
Assessment, Step 1: Determining
Values” from the McKinley River
wildland fire use WFIP, the fire
management officer determined
that the McKinley River to the west
and the Kantishna River to the
north were sufficient natural barri-
ers to prevent the fire from enter-
ing the full management option
area (native allotments) around
Lake Chilchukabena. However, the
historic town site of Roosevelt,

a cultural resource with several
structures that needed protec-
tion, was located roughly 10 miles
northeast of the fire. The park had
proposed restorative stabilization
plans for the structures and did not
want to lose them.

To lessen the wildland fire threat to
the historic site, Western Area Fire
Management staff flew by helicop-
ter to Roosevelt, brushed out thick
alders, willows, and spruce, and
created defensible space around the
numerous structures. Sprinklers
and hoses were used to wet down
the area. The McKinley River wild-
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fire was declared out on July 12 and
never advanced towards Roosevelt.

Western Area Fire Management not
only managed wildfires for natural
resources in Denali National Park
and Preserve but also in Noatak
National Preserve. Four wildland
fire use fires, totaling 17,945 acres
(7,262 ha), occurred in the national
preserve. The largest, the Goiter
Fire, totaled about 8,000 acres
(3,200 ha). Because of the remote
nature of the fire and the fact that
no values were threatened, the fire
remained at a stage 1 WFIP analysis
level and was monitored through
aerial surveillance by the Bureau

of Land Management Alaska Fire
Service every few days.

Aerial view of Roosevelt following
defensible space treatment. Photo: NPS
Western Area Fire Management staff, 2005.

The Noatak National Preserve,
located north of the Brooks Range,
is characterized by immense sweeps
of tundra strewn with ponds and
marshes. The northernmost reaches
of spruce forest that exist in the far
west region of the preserve consti-
tute less than 1 percent of the total
vegetative cover of the preserve.
Major portions of Noatak National
Preserve are within the north-
ernmost lightning belt of interior
Alaska, where fire plays a critical
role in ecosystem sustainability.

Periodic tundra and boreal forest
fires act as a mechanism to select

plants and animals that are adapted
to fire-caused change. Without fire,
organic matter accumulates, the
permafrost table rises, and eco-
system productivity declines; veg-
etation communities become less
diverse, and their value as wildlife
habitat decreases. Fire rejuvenates
these subarctic and arctic systems:
it removes some of the insulating
matter and elicits a warming of the
soil; vegetative regrowth quickly
occurs, and the cycle begins again.
Wildland fire is a key environmen-
tal factor on the Noatak National
Preserve, an appropriate area

for using wildfires as a natural
ecological process.

Conclusion

Managing naturally ignited
wildfires specifically for natural
resource benefits allows land man-
agers to maintain the important
role of fire across the Alaskan land-
scape even as they protect values
at risk—whether homes at the
wildland-urban interface adjacent
to wilderness areas, a remote resi-
dence, or a historically significant
cultural site within a national park
and preserve. Using wildfires as an
ecological process will promote fire
permeability and will help main-
tain the character of the landscape
while accommodating values and
resource use.

References

Alaska Wildland Fire Coordinating Group.
1998. Alaska interagency wildland fire
management plan. Fort Wainwright,

AK: Alaska Interagency Coordination
Center. Available at <http://fire.ak.blm.
gov/administration/awfcg.php> (accessed
September 2008).

Alaska Wildland Fire Coordinating Group.
2007. Smoke effects mitigation and
public health protection procedures.
Fort Wainwright, AK: Alaska Interagency
Coordination Center. Available at <http://
fire.ak.blm.gov/administration/awfcg.
php> (accessed September 2008). Il



http://fire.ak.blm

FIRE EFFECTS INFORMATION SYSTEM: 7R
New EnGINE, REMODELED INTERIOR,
ApDep OPTIONS

Jane Kapler Smith

ers weren’t even born when

the Fire Effects Information
System (FEIS) (Web site <http://
www.fs.fed.us/database/feis>) “hit
the streets” in 1986. Managers
might remember using a dial-up
connection in the early 1990s to
access information on biology, ecol-
ogy, and fire offered by FEIS.

Some of today’s firefight-

For more than 20 years, FEIS has
synthesized scientific information
on fire ecology and fire effects for
managers. The resulting “spe-
cies reviews” describe patterns in
research results, point out conflict-
ing results and possible reasons for
disagreement, identify knowledge
gaps, and provide thorough docu-
mentation and a complete bibliog-
raphy. Species reviews cover the
available knowledge on fire-related
questions such as:
e Will changes in abundance after
fire be short lived or long term?
e Will increased productivity pro-
vide food essential for wildlife?
¢ Will increases in one species
interfere with regeneration
of others?
¢ [s rejuvenation by fire the
only way to ensure long-term
species presence?

Jane Kapler Smith is an ecologist at the
Forest Service, Rocky Mountain Research
Station, Fire Sciences Laboratory,
Missoula, MT. She manages the Fire Effects
Information System, has been a technical
editor for three volumes of the “Rainbow
Series” on fire effects (RMRS-GTR-42), and
is a co-author of the “FireWorks” educa-
tional program.
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inferences about responses to fire.
FEIS reviews also offer  For example, the review of rush

extensive information skeletonweed, an invasive forb,
reports successful sprouting from

on b'0|09V and eCOIOQV deep rhizomes after injury, so the
that can help readers review infers that it may be able

make inferences about  to recover after a fire, possibly

responses to fire. even a severe one, by sprouting
P (Zouhar 2003).
FEIS reviews also offer extensive ’_I‘he usefulness of FEIS _iS not .lim-
biological and ecological informa- ited to fire. Bec:ausp reviews give
tion that can help readers make thorough descriptions of species

Figure 1—Opening page of species review in Fire Effects Information System showing
table of contents (top) and citation (bottom). This review (Meyer 2006) contains nearly 20
pages of information and 76 citations.

* The use of trade, firm, or corporation names in this publication is for the information and convenience of the
reader. Such use does not constitute an official endorsement of any product or service by the U.S. Department
of Agriculture. Individual authors are responsible for the technical accuracy of the material presented in Fire
Management Today.
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FEIS Tips

If you locate a species review
through the FEIS search win-
dow, your first screen shows
mainly the citation and taxo-
nomic information. You’ll want
the complete review, so click
on any link in the table of
contents before downloading.

Don’t limit your use of FEIS
to the Fire Ecology and

Fire Effects sections of a
review. Many facts reported

in Botanical and Ecological
Characteristics pertain
directly to management issues.
Examples include vegetative
regeneration, response to non-
fire disturbance, seedbed and
establishment requirements,
and successional patterns.

Go online to get the best that
FEIS has to offer. Recycle those
ancient printouts in your file
cabinet. Since 2000, more than
100 new reviews have been
added to the system, more
than 150 old ones have been
rewritten, and small changes
have been made in at least 250
reviews. This means nearly 50
percent of the database has
been improved in the past 7
years—and more improve-
ments are coming.

If you use FEIS for environ-
mental planning documents,
cite individual species reviews
rather than the entire database.
Each review has its own date
and author; so, when you cite
reviews individually, you tell
readers exactly what informa-
tion you used and how current
it is.

biology and ecology, including
regeneration and succession, they
can be used for land use planning,
restoration and rehabilitation
planning, wildlife and range proj-
ects, and related environmental
assessments. A person who is
unfamiliar with a particular geo-
graphic region can use FEIS to get
a quick orientation to the ecology
of dominant species.

While the fundamental purpose of
FEIS is unchanged, the content and
technology have advanced since its
establishment. FEIS moved from
the now-retired Data General*
computer to the Internet in 1996.
Additions, corrections, and revi-
sions have been continuous, guided
by input from a 20-member adviso-
ry committee and supported by the
Forest Service Office of Fire and
Aviation Management, the Joint
Fire Science Program, the National
Wildfire Coordinating Group, and
the U.S. Department of the Interior.
Other contributors include the
National Forest System and individ-

Fires that are used to
protect, enhance, or
maintain resources

are managed with the
expectation that they

will be of long duration.

ual agencies in the U.S. Department
of the Interior, including the
Bureau of Land Management, the
National Park Service, and the U.S.
Fish and Wildlife Service.

FEIS now contains reviews of more
than 1,100 plant and animal species
and subspecies, native and nonna-
tive. The system is nationwide in
scope, covering hundreds of species
in every region of the United States.
Nearly one-half of all fire-related
environmental impact statements
prepared by Federal wildland man-
agers now cite FEIS. Recent chang-
es that can help managers and fire
specialists are discussed below.
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Figure 2—Homepage of Fire Effects Information System shows (A) link to information on
invasive species; (B) list of fire studies in FEIS, including research project summaries, fire
case studies (located within species reviews), and downloadable research papers; and (C)

link to list of fire regimes for the United States.




Excerpt from Research Project Summary (Gucker 2005) describing effects of prescribed fire on graminoids in a rough fescue prairie.*
(The RPS includes a separate table describing fire effects on 19 forb and 3 shrub species.)

Percent cover of graminoids species at the end of the second growing season after prescribed fire
(Archibold and others 2003)

Common Name Unburned Spring

Grasses

thickspike wheatgrass 0.1 0 0.1 0.1
slender wheatgrass 1.3 0.5 0.1 0.3
rough fescue 11.3 13.2 7 8.8
spikeoat 0 0 0 0.1
porcupine grass 5.6 4.9 3 2.2
prairie Junegrass 0 0.2 0 0.1
green needlegrass 0.5 0.2 0.7 1.5
western wheatgrass 0 0 0.1 0.2
Kentucky bluegrass 6.8 0.2 1.3 5.4
needleleaf sedge 0.4 0.1 0.3 0.7
sun sedge 1.4 2.6 3.2 3.7
obtuse sedge 1 1 0 0

*Yellow identifies species that are cross-linked with FEIS reviews. Blue identifies species nof reviewed in FEIS; a search on these species in FEIS retrieves the research project

summary.

New Engine

FEIS users sometimes stalled out
in the database’s file structure

before finding needed information
on ecology and fire. Now, the sys-
tem is rebuilt so that every review
starts with a table of contents and

links to all sections in order (fig. 1).

This organization allows readers to
quickly access topics of interest.

Remodeled Interior

Reviews covering 60 nonnative
invasive plant species and subspe-
cies were revised or added to FEIS
between 2001 and 2006. A list

of all invasives covered in FEIS
(more than 100 species) is available
through the homepage (fig. 2A).

The FEIS team recently completed
a project that began in 2004 to

update 100 FEIS species reviews

and add reviews covering 100 addi-

tional species. Updates include:

e Rewritten reviews on the spotted
owl, Table Mountain and pitch
pines, several western oaks,
and Jeffrey pine, all originally
written in the late 1980s and
early 1990s;

e New reviews on bear huckleber-
ry, bog birch, and several cacti,
lichens, and mosses;

e New reviews on the great gray
owl, Indiana bat, eastern box
turtle, red-headed woodpecker,
fisher, and black-tailed prairie
dog; and

e A review of the first insect
species in FEIS, the Karner
blue butterfly (fig. 1) and its
obligatory forage species, the
wild lupine.

FEIS reviews describe the fire
regimes thought to have influenced
the species in past centuries. When
FEIS was established, reviews
addressed fire regimes only for
dominant species. At the request of
managers, FEIS began in 2000 to
report historic fire intervals for the
habitat of each species reviewed.
These reports were initially orga-
nized by plant community but not
linked to a comprehensive national
classification. Reviews completed
since mid-2007 include new, more
complete fire regime descrip-

tions for a comprehensive list of
vegetation types (fig. 2C). These
descriptions were developed from
data collected for the LANDFIRE
Rapid Assessment (2007) and will
be updated when the National
LANDFIRE Mapping Project

is complete.
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Added Options

In 2006, FEIS began to provide a
new kind of review, the research
project summary (RPS). An RPS
summarizes research on preburn
vegetation, fire weather, fire behav-
ior, and fire effects. It summarizes
fire effects on all species covered
by the study and is linked to—and
from—every relevant species review
in FEIS. For example, an RPS that
describes fire effects on plants in a
rough fescue prairie (Gucker 2005,
summarizing information from
Archibold and others 2003) pro-
vides information on nine species
reviewed in FEIS and an additional
three “non-FEIS” species (see
table). An RPS describing restora-
tion treatments in ponderosa pine-
Douglas-fir forests (Metlen and
others 2006) describes fire effects
on 76 FEIS species and 121 non-
FEIS species.

How can readers find an RPS? In

several ways:

1. From within species reviews.
The “fire effects” section links
to every relevant RPS.

2. Through the FEIS search
engine. When FEIS is searched
by species name, it produces
a list containing the species
review (if there is one) and
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all relevant RPSs. The search
engine also locates RPSs for
species not reviewed in FEIS.
For instance, Virginia straw-
berry is not reviewed in FEIS,
but a search on this species
retrieves five RPSs, each con-
taining a little information on
the species’ response to fire.

3. From the FEIS list of fire
studies, available through the
homepage (fig. 2B). This list
can be searched for a location,
species, or plant community of
interest. The list includes not
only RPSs but also fire case
studies (embedded within FEIS
reviews) and downloadable
research papers linked from
FEIS reviews.

FEIS has served wildland fire man-
agers for more than 20 years and
continues to adapt and respond

to managers’ needs and requests.
Please send your comments,
suggestions, and corrections to
<fmi@fs.fed.us>.
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Abstract

If conservation of biodiversity is the goal, then the protected areas network of the continental US may be one of our best
conservation tools for safeguarding ecological systems (i.e., vegetation communities). We evaluated representation of
ecological systems in the current protected areas network and found insufficient representation at three vegetation
community levels within lower elevations and moderate to high productivity soils. We used national-level data for
ecological systems and a protected areas database to explore alternative ways we might be able to increase representation
of ecological systems within the continental US. By following one or more of these alternatives it may be possible to
increase the representation of ecological systems in the protected areas network both quantitatively (from 10% up to 39%)
and geographically and come closer to meeting the suggested Convention on Biological Diversity target of 17% for
terrestrial areas. We used the Landscape Conservation Cooperative framework for regional analysis and found that increased
conservation on some private and public lands may be important to the conservation of ecological systems in Western US,
while increased public-private partnerships may be important in the conservation of ecological systems in Eastern US. We
have not assessed the pros and cons of following the national or regional alternatives, but rather present them as
possibilities that may be considered and evaluated as decisions are made to increase the representation of ecological
systems in the protected areas network across their range of ecological, geographical, and geophysical occurrence in the
continental US into the future.
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Introduction full suite of vegetation communities and therefore the species
found therein, has increased [15-17].

The conservation community has increasingly focused on
landscape levels for national decision making, but the lack of
relevant and consistent data at a national scale has been an

Traditionally, a mix of opportunity, available resources, and
agency-specific conservation priorities are the foundation upon
which networks of protected areas are developed over time [1-4].
This has led to a protected areas network in the continental US
cultivated for multiple purposes including protecting biological
resources, such as vegetation communities [5-8]. Often, to
respond to conservation issues, such as habitat loss, the protected
areas network is expanded by establishing new protected areas or
enlarging existing ones [9-13]. However, with increasing land-use

impediment [18-20]. Most public land management agencies,
even those with the broadest authorities to protect natural
resources have yet to implement ecosystem-scale approaches,
perhaps due to lack of relevant data [21,22]. However, the
impediment that once prevented a national-scale approach to
protected areas management in the continental US has recently
been overcome with the availability of national-level data for
vegetation communities, classified to ecological systems [23], and
a protected areas database for the US [24]. Ecological systems are
groups of vegetation communities that occur together within

intensification the opportunities for expanding such networks are
dwindling [4,14]. Furthermore, with the imminence of climate
change along with increased loss and fragmentation of vegetation
communities, the exigency of protecting areas that represent the
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similar physical environments and are influenced by similar
ecological processes (e.g., fire or flooding), substrates (e.g.,
peatlands), and environmental gradients (e.g., montane, alpine
or subalpine zones) [23,25]. Ecological systems represent vegeta-
tion communities with spatial scales of tens to thousands of
hectares and temporal scales of 50-100 years. They represent the
habitat upon which vertebrate species rely for survival. The
Protected Areas Database of the US (PAD-US) represents public
land ownership and conservation lands (e.g., federal and state
lands), including privately protected areas that are voluntarily
provided (e.g. The Nature Conservancy) [24]. Each land parcel
within PAD-US is assigned a protection status that denotes both
the intended level of biodiversity protection and indicates other
natural, recreational and cultural uses (Table 1) [24]. Together,
these databases provide the foundation for assessing the represen-
tation of vegetation communities in the continental US within the
protected areas network and thereby informing decision making at
the national level.

The protected areas network within the continental US is often
viewed as one of our best conservation tools for securing
vegetation communities and the species they support into the
future [26-29]. An inherent assumption behind a network of
protected areas is that protection of vegetation communities will
also protect the species that rely on them, including invertebrate
and vertebrate species, many of which little is known of their life
history or habitat requirements [11,30,31]. For our analysis, we
narrowly defined a protected area as an area of land having
permanent protection from conversion of natural land cover and
a mandated management plan in operation to maintain a natural
state within which disturbance events may or may not be allowed
to proceed without interference and/or be mimicked through
management (Table 1) [24]. Furthermore, we defined a protected
areas network as a system of protected areas that increase the
effectiveness of i situ biodiversity conservation [32]. Lastly, we
defined biodiversity as a hierarchy from genes to communities
encompassing the interdependent structural, functional, and
compositional aspects of nature [33].

The questions of how much of a vegetation community to
protect and what approach is best for systematically protecting
vegetation communities have been discussed at length [34,35]. No
single solution or specific amount of area has been established to

Ecological Systems in Protected Areas of US

meet both policy targets and biological conservation needs [35].
Most recently the Convention on Biological Diversity set a target
of 17% for terrestrial areas in the Aichi Biodiversity Targets
described within the Strategic Plan 2011-2020 [36]. The Aichi
Biodiversity Targets also attempt to address biological needs by
stating that areas protected should be ecologically representative
[36]. Representation of vegetation communities is often put forth
as a goal of conservation planning because the aim is to protect
something of everything in order to conserve the evolutionary
potential of the entire protected areas network [34,37,38]. The US
has not explicitly addressed the representation of vegetation
communities within the protected areas network; however,
Canada has used representation targets to structure their protected
areas network [39-41]. Even though climate change will likely
alter what is represented within Canada’s protected areas network,
starting from a representative group of protected vegetation
communities provides a foundation for climate change adaptation
[40,41].

Numerous assessments of the US protected areas network and
its effectiveness at conserving vegetation communities have all
concluded the network is falling short [15,20,42-48]. Each
assessment used the best data available at the time, but in all
cases, extent, resolution, and consistency of the data were limited.
Shelford [42] conducted the first assessment of protected areas in
the US in 1926. His aim was to study the native biota of North
America, which started with inventorying the existing protected
areas and how their vegetation communities had been modified
from pre-settlement conditions. Later, Scott et al. [15] found that
302 of 499 (~60%) mapped vegetation communities within the
US had <10% representation within protected areas. Dietz and
Czech [20] found the median percentage of area protected within
the continental US was 4% for the ecological analysis units they
defined.

We recently have had the opportunity to evaluate the
representation (i.e., saving some of everything) and redundancy
(i.e., saving more than one of everything) of ecological systems
within the existing protected areas network for the continental US.
This opportunity was possible because of the availability of
a complete ecological systems database for the continental US and
a comprehensive database of the current protected areas network.
Hence, we can now assess how well the protected areas network

Table 1. Description of protection status categories in the Protected Areas Database for US [24].

Protection status Description

Example

Lands managed to maintain
biodiversity (i.e., protected areas
network)

be mimicked through management.

Lands managed for multiple-use,
including conservation

Lands with no permanent protection
from conversion, but may be managed
for conservation

An area of land having permanent protection from conversion of
natural land cover and a mandated management plan in operation
to maintain a natural state within which disturbance events may
or may not be allowed to proceed without interference and/or

An area having permanent protection from conversion of natural
land cover for the majority of the area, but subject to extractive uses
of either a broad low-intensity type (e.g., logging) or localized intense
type (e.g., mining). Protection of federally listed endangered and
threatened species throughout the area may be conferred.

An area with no known public or private institution mandates or

legally recognized easements or deed restrictions held by the managing
entity to prevent conversion of natural habitats to anthropogenic
habitat types. Conversion to unnatural land cover throughout is
generally allowed and management intent is unknown.

Yellowstone National Park, Wyoming

Kaibab National Forest, Arizona

Fort Irwin, California

because that is the long-term management intent.
doi:10.1371/journal.pone.0054689.t001
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Protection status denotes the intended level of biodiversity protection and indicates other natural, recreational, and cultural uses. These designations emphasize the
managing entity rather than the land owner because the focus is on long-term management intent. Therefore an area gets a designation of permanently protected

January 2013 | Volume 8 | Issue 1 | 54689



encompasses the ecological and evolutionary patterns and pro-
cesses that maintain ecological systems and thereby the species
that depend on them [37]. Additionally, based on the Aichi
Biodiversity Targets within the Strategic Plan 2011-2020 of the
Convention on Biological Diversity, we can evaluate the current
protected areas network in the continental US in context of
meeting the suggested 17% target for terrestrial areas [36].

If the current protected areas network is falling short of
conserving vegetation communities then what potential alterna-
tives might be available to address those shortfalls? One such
alternative is to replace protected areas that contribute minimally
to conservation of vegetation communities with those with greater
conservation value [49]. The goal would be to increase the overall
biodiversity protection of the entire protected areas network. This
approach proposed by Fuller et al. [49] could be attractive
because the sale of protected areas with less conservation value
could go towards acquiring new ones. Fuller et al. [49] proposed
this approach in Australia where a protected areas network has
been systematically designed with broad representation of
Australia’s vegetation types [49]. The protected areas network in
the continental US has not been systematically designed [2,4].
Would this approach be feasible if the criteria for determining the
contribution to conservation (i.e., cost-effectiveness analysis) could
be agreed upon consistently across the continental US?

Another alternative to address the current protected areas
network’s shortfall could be to expand the network in area and
number of protected areas [9,11,13]. A national assessment would
be needed to identify vegetation communities not represented or
under-represented within the existing protected areas network and
a national conservation plan would be developed to prioritize
acquisition of these vegetation communities to increase their
representation on protected lands [50,51]. There are approxi-
mately 300 million hectares of public and private lands with no
permanent protection on which native vegetation communities
occur [23,24]. Could the representation of vegetation communities
within the protected areas network be increased by prioritizing
acquisition within these lands with no permanent protection?

A third alternative for addressing the protected areas network’s
shortcomings might be to increase the emphasis of maintaining
biodiversity on some public and private lands currently managed
for multiple-use (Table 1). Swaty et al. [52] found that in addition
to the 29% of the continental US land area that has been
converted by human use; there were an additional 23% of non-
converted lands with altered vegetation structure and composition,
which likely are lands managed for multiple-use. The protected
areas network is comprised of approximately 50 million hectares in
the continental US, while there are about 140 million hectares of
public and private lands managed for multiple-use [24]. Vegeta-
tion communities that are currently not represented or un-
derrepresented within the current protected areas network may
have representation on the approximately 140 million hectares of
land managed for multiple-use [20,24]. Could, therefore, an
emphasis on maintaining biodiversity on a strategically targeted
subset of lands managed for multiple-use be used to effectively
expand the representation of vegetation communities within the
entire protected areas network?

From a conservation management perspective for the US, the
Department of Interior (DOI) has established a framework of
Landscape Conservation Cooperatives (LCC) with the mission of
landscape-level planning and management [53]. This national
framework further supports the need for nationally consistent
databases and analyses. We focused our analysis on alternative
ways to potentially increase the representation of ecological
systems in the protected areas network of the continental US.

PLOS ONE | www.plosone.org
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Specifically we asked (1) how well are ecological systems
represented in the protected areas network relative to their
occurrence in the continental US, including with regards to soil
productivity and elevation, (2) how alternative approaches may
potentially increase the representation of ecological systems in the
protected areas network, and (3) how Landscape Conservation
Cooperatives (LCC), the new landscape unit for conservation
Initiatives, can be used to regionally assess conservation status of
ecological systems.

Materials and Methods

Data Description

We used the National Gap Analysis Program (GAP) Land
Cover [23] and US Geological Survey GAP’s (USGS-GAP)
Protected Areas Database of the US (PAD-US 1.0) [24] as the
national datasets for our analyses. The land cover data contains 3
nested hierarchical levels of vegetation communities. Level I
contains 8 groupings, based on generalized vegetative physiogno-
my (e.g., grassland, shrubland, forest), while Level II has 43
groupings representing general groups of ecological systems based
on physiognomy and abiotic factors (e.g., lowland grassland and
prairie, alpine sparse and barren). The third hierarchical level
contains 551 map classes, including 518 ecological systems. We
focused on the non-modified, non-aquatic classes at each level
(Level I 5 classes, Level II: 37 classes, and Level III: 518 ecological
systems).

The National GAP Land Cover was compiled from the
Southwest, Southeast, Northwest, and California GAP land cover
data completed during 2004-2009 [23]. We incorporated data
from LANDFIRE (www.landfire.gov) for the Midwest and
Northeast. These national land cover data were based on
consistent satellite imagery (Landsat Thematic Mapper (TM)
and Enhanced Thematic Mapper (ETM)) acquired between 1999
and 2001 in conjunction with digital elevation model (DEM)
derived datasets (e.g., elevation, landform) and a common
classification system (i.e., ecological systems) to model natural
and semi-natural vegetation [54-56]. The resolution is 30-m and
typically the minimum mapping unit is 1 ha. Regional accuracy
assessments and validations have been conducted and, based on
those, in general, forest and some shrub ecological systems
typically had higher accuracies than rare and small patch
ecological systems, such as wetlands [57,58].

PAD-US (Version 1.0) consists of federal, state, and voluntarily
provided privately protected area boundaries and information
including ownership, management, and protection status [24].
Protection status is assigned to denote the intended level of
biodiversity protection and indicate other natural, recreational,
and cultural uses (Table 1) [24]. In assigning protection status, the
emphasis is on the managing entity rather than the owner and
focuses on long-term management intent instead of short-term
processes [11]. The criteria for assigning protection status includes
perceived permanence of biodiversity protection, amount of area
protected with a 5% allowance of total area for intensive human
use, protection of single vs. multiple features, and the type of
management and degree to which it is mandated [59]. The
protection status ranges from lands managed to maintain bio-
diversity to lands with little or no biodiversity protection (Table 1).
Lands managed for multiple-use, including conservation, are
permanently protected, but allow for extractive uses, such as
mining and logging. In the continental US, lands with no
permanent protection are considered any land parcel not
designated either of the other protection status categories. We
included only lands permanently protected and managed to
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maintain biodiversity in our definition of the protected areas
network.

We also used elevation data obtained from the National
Elevation Dataset (NED) [60] and soil productivity. The National
Elevation Dataset, a seamless dataset with a resolution of
approximately 30 m, was the best available raster elevation data
for the continental US [60]. We divided the National Elevation
Dataset into 8 classes ranging from 0 to 4500 meters at 500-meter
intervals. Soil productivity classes for the continental US were
based on STATSGO data (http://soils.usda.gov/survey/
geography/statsgo/). These data were reclassified into 8 soil
productivity classes based on land capability classes (http://soils.
usda.gov/technical/handbook) and ranged from very high to very
low productivity.

To apply our analysis and results to current conservation
management in the continental US, we used the LCC framework
[53]. LCCs represent large area conservation-science partnerships
between DOI and other federal agencies, states, tribes, non-
governmental organizations (NGOs), universities, and other public
and private stakeholders. Their intent is to inform resource
management decisions to address landscape-level stressors, such as
land use change, invasive species, and climate change [53].

Data Analysis

The PAD-US 1.0 [24] and LCC data [53] were converted to
grids (i.e., 30x30 m cells) and combined with the National GAP
Land Cover [23] using ArcGIS 9.3.1 (ESRI, Redlands, CA). To
assess the protection of ecological systems relative to their
occurrence, we calculated a frequency distribution of protected
area sizes within the existing protected areas network. To evaluate
how the size range of protected areas would change with the
inclusion of land managed for multiple-use, we calculated
a frequency distribution of the protected areas network with lands
managed for multiple-use added in (Table 1). We also calculated
the amount of area of land managed for multiple-use needed to
meet the 17% Aichi Biodiversity Target. To assess least protected
or most endangered ecosystems, we summarized within each
hierarchical level of the National GAP Land Cover (i.e., Levels I,
II, and ecological systems) the number, size, protection status, and
ownership of land parcels within PAD-US, as well as their
distribution among LCCs. At the broadest level (Level I), we
calculated percent availability versus percent protected to gain
insight into the representation of each system in the protected
areas network. We used a comparison index line (i.e., 1:1 line) to
indicate the relationship between percent availability and percent
protected [61]. Similarly, we calculated the percent area of
ecological systems protected (i.e., managed to maintain bio-
diversity), managed for multiple-use, and not permanently
protected for soil productivity and elevation ranges by combining
these data with PAD-US [24] using ERDAS Imagine 9.3 (Table 1).

The diversity of ecological systems across and redundancy
within LCCs was calculated by counting the number of ecological
systems occurring within each LCC. Diversity was defined as the
number of ecological systems within each LCC, while redundancy
was defined as the number of LCCs in which a single ecological
system occurred [37]. For example, if an ecological system
occurred in 2 LCCs, its redundancy value was 2. Unique
ecological systems were those that occurred in a single LCC.
Furthermore, we calculated the number and percent area
protected of ecological systems by each protection status within
each LCC. To assess whether lands were being protected at the
same rate as those converted to human dominated classes, such as
developed areas, cultivated croplands, orchards, vineyards,
quarries, mines, gravel pits, oil wells, and pastures, we calculated
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the conservation risk index (CRI) for each LCC by dividing
percent area converted by percent area managed to maintain
biodiversity or percent area managed to maintain biodiversity and
for multiple-use [23,62]. Finally, we summarized CRI values by
protection status.

Results

The current protected areas network in the continental US
covers approximately 10% of the total area in which ecological
systems occur. Across about 30,000 protected areas, the mean size
of an individual protected area was 1942 ha with a size range of
approximately 25-2,500,000 hectares over all protected areas.
The analysis of representation of the network shows that the
distribution of ecological systems managed to maintain bio-
diversity (i.e., the distribution of the protected areas network) is
skewed towards high elevation and low productivity soils
(Figure 1A). Overall 68% of all 518 ecological systems have
<17% of their area protected, which is a target suggested by the
Aichi Biodiversity Target of the Convention of Biological Diversity
[36] and most of the ecological systems with <17% protected
occur at low elevation and in areas with moderate to high
productivity soils (Figures 1B and 1C, Table S1).

In examining the percent available versus percent protected for
lands managed to maintain biodiversity, only two of the five Level
I land cover groups (sparse and barren; riparian and wetland )
occurred above the 1:1 line indicating a greater percentage of
these groups are protected in relation to their availability (Figure 2).
Representation of Level II land cover groups was lowest for
lowland grassland and prairie (xeric-mesic), but most groups had
<17% protected (Figure 3). Out of 37 Level II groups, 11 fell at or
above the 17% Aichi Biodiversity Target [36].

Ecological systems on lands managed for multiple-use and on
lands with no permanent protection comprised 29% and 61%,
respectively, of the total area of the continental US in which
ecological systems occur. When lands managed for multiple-use
were included as part of the protected areas network, the overall
number of protected areas increased to about 88,000 with a size
range of approximately 25-117,757,000 hectares.

When both lands managed to maintain biodiversity and for
multiple-use were included all five Level I land cover groups
occurred above the 1:1 line and all five occurred at or above the
suggested 17% Aichi Biodiversity Target (Figure 2) [36]. The
largest increases were within the shrubland, steppe, and savanna
group, forest and woodland group, and sparse and barren group.
The percent area of Level II land cover groups increased for all 37
groups when lands managed for multiple-use were added to lands
managed to maintain biodiversity (Figure 3). The largest increases
in percent area occurred within the lowland grassland and prairie
(xeric-mesic) and sagebrush dominated shrubland. Out of 37 Level
II groups, 33 fell at or above the 17% Aichi Biodiversity Target
[36] when both lands managed to maintain biodiversity and
multiple-use were included (Figure 3).

To meet the suggested 17% Aichi Biodiversity Target [36],
approximately 9 million hectares (6.4%) of the 140 million
hectares of public and private lands managed for multiple-use or
34 million hectares (11.3%) of the 300 million hectares of lands
with no permanent protection would need to emphasize main-
taining biodiversity or be acquired as part of the protected areas
network (Table S1). Including lands managed for multiple-use
with lands managed to maintain biodiversity, 98% of all ecological
systems increased their percent area protected (Table S1). Using
the suggested 17% Aichi Biodiversity Target [36], we found 32%
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Figure 1. Percent area of ecological systems in relation to elevation, soil productivity, and protection status. Protection status
designations include lands managed to maintain biodiversity (A), lands managed for multiple-use (B), and lands that have no permanent protection
(C). See Table 1 for protection status descriptions. Percent area of ecological systems determined by combining data for elevation (meters) and soil
productivity (http://soils.usda.gov/technical/handbook) with ecological systems grouped by protection status [23,24,60].
doi:10.1371/journal.pone.0054689.g001
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Figure 2. Percent protected and available for each Level | land cover group by protection status. Lands managed to maintain
biodiversity (diamonds) are shown relative to lands managed to maintain biodiversity and for multiple-use (squares). See Table 1 for protection status
descriptions. A comparison index line is shown, which indicates a 1:1 relation between percent availability and percent protected [61]. A value below
the 1:1 line represents a Level | land cover group under-represented in the protected areas network, a value above represents a Level | land cover
group well represented in the protected areas network, while a value on the line indicates a Level | land cover group available and protected equally
[61]. For example, grassland, a Level | land cover group, has about 4% of its area managed to maintain biodiversity, but that increased to about 17%
when lands managed for multiple-use were included [23,24]. A dashed line representing the 17% Aichi Biodiversity Target of the Convention on

Biological Diversity is shown [36].
doi:10.1371/journal.pone.0054689.g002

of all ecological systems met that target, but that increased to 68%
when lands managed for multiple-use were included (Table S1).

Including lands managed for multiple-use in the protected areas
network would result in dramatic geographic changes in the
western US, but noticeable changes were also evident in
northeastern US, Florida, the Appalachian mountains, and
around the Great Lakes (Figure 4). Federal, state, and local
governments as well as private entities manage lands to maintain
biodiversity and for multiple-use (Figure 5). There are approxi-
mately 50 million hectares of lands managed to maintain
biodiversity with Bureau of Land Management (BLM) and US
Forest Service (USFS) managing about 29 million hectares, which
is more than US Fish and Wildlife Service (USFWS), National
Park Service (NPS), and all other federal land combined (Figure 5).
Approximately 140 million hectares is managed for multiple-use in
the continental US with BLM and USFS managing about 100
million hectares (Figure 5, Table S1).

Redundancy values for ecological systems occurring in LCCs
ranged from 1-8, with redundancy values higher in LCCs in the
west (Figure 6A). Ecological systems were highly diverse in 4 LCCs
(Great Northern, Great Basin, Desert, and Gulf Coast Plain and
Ozarks); however, only 1 had numerous unique ecological systems
(Gulf Coast Plains and Ozarks; Figure 6B and Table 2). When
including lands managed for multiple-use in the protected areas
network, 7 out of the 16 LCCs in the continental US more than
doubled the percent area protected (Table 2). Lands managed to
maintain biodiversity represented between 0.6-17.0% of the area
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of LCCs, adding lands managed for multiple-use increased that to
1.2-62.9% (Table 2). Eight out of 16 LCCs contained ecological
systems that occurred only on lands managed for multiple-use or
had no permanent protection (e.g., Great Plains, North Atlantic;
Figure 7). The CRI values varied across LCCs with the Eastern
Tallgrass Prairie and Big Rivers having the highest value (126.4)
because almost 80% of its area was converted to human use (i.e.,
cultivated cropland) and the Desert and Southern Rockies having
the lowest (0.2) because >10% of their area contained lands
managed to maintain biodiversity (Figure 8). Including lands
managed for multiple-use lowered the CRI for all LGCs and
increased the number of LCCs meeting the suggested Aichi
Biodiversity Target of 17% target from 1 to 7 (Figure 8) [36].

Discussion

Protection of Ecological Systems Relative to their
Occurrence in the Continental US

The existing protected areas network in the continental US
would need to capture a more representative complement of
ecological systems if the US aims to meet the suggested Aichi
Biodiversity Target of 17% for ecologically representative terres-
trial areas [36]. The 518 ecological systems mapped in the
continental US are disproportionately distributed by number, size,
and protection status relative to elevation and soil productivity,
which translates to an uneven representation of ecological systems
within the protected areas network (Figure 1A) [15,63]. Soils with
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Figure 3. Percent area of Level Il land cover groups by protection status. The Level Il land cover groups are arranged by Level | land cover
groups (see Table S1) [23]. Percent area for both lands managed to maintain biodiversity and lands managed for multiple-use are shown [24]. See
Table 1 for protection status descriptions. A dashed line representing the 17% Aichi Biodiversity Target of the Convention on Biological Diversity is

shown [36].
doi:10.1371/journal.pone.0054689.9003

low productivity at high elevation are more likely to be found
within the protected areas network; therefore ecological systems
that occur in those areas are disproportionally represented in the
network. Typically, low soil productivity at high elevations occurs
in sparse and barren areas and these areas are well represented
within the protected areas network (Figure 2) [15]. Capturing
a broader range of elevation could be important to spatial patterns
of biodiversity because ecological systems might shift with climate
change, but the patterns of biodiversity will likely endure with
geophysical features, such as elevation range [64]. How can the
representation of ecological systems increase within the protected
areas network of the continental US?

Alternatives for Increasing Representation and
Conservation of Ecological Systems

Many alternatives exist for conserving ecological systems and
successful conservation will likely come from employing one or
more of them. One approach, presented earlier in the paper,
would be to replace protected areas that are minimally contrib-
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uting to conservation and have a high cost associated with
protecting ecological systems within a specific protected area (i.e.,
least cost effective) with those having greater conservation value
(i.e., more cost effective) to increase the overall biodiversity
protection of the entire network [49]. Applying this approach
could be challenging because public support for existing protected
areas may make it difficult to convince those supporters to
relinquish a protected area for the benefit of the entire network
[8,65]. This approach, even though controversial because of the
concept of giving up protected areas, could play a prominent role
in addressing the impacts of climate change because of the
potential opportunity to shift the distribution of ecological systems
on current protected areas in response to shifts in temperature and
precipitation [66,67].

Protected areas have long been downgraded, downsized,
delisted, and degazetted and these practices are currently
widespread [68,69]. Approximately 60 National Parks have been
delisted and downgraded since the establishment of the National
Park System in 1916 [68,70,71]. One of the major drivers of
protected area degazettement, which is loss of legal protection for
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Figure 4. Percent area of ecological systems by protection status. Protection status designations are lands managed to maintain biodiversity
(A) and lands managed to maintain biodiversity and multiple-use (B) for the continental US. Percent area is based on the area of each ecological
system within each protection status divided by the total area of each ecological system [23,24]. See Table 1 for protection status descriptions. Only
non-modified, non-aquatic ecological systems were included (n=518; Table S1).

doi:10.1371/journal.pone.0054689.g004
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Figure 5. Area (ha) of Level | land cover groups by ownership and protection status. Ownership includes federal, state, and local
governments as well as private conservation lands. See Table 1 for protection status descriptions. These values were for the continental US. Both BLM
and USFS have areas of Level | land cover groups that fall outside the scale on this graph [23,24]. Values for those Level | land cover groups are shown.

doi:10.1371/journal.pone.0054689.g005

an entire protected area, is access to and use of natural resources
(e.g., commodity extraction) [69]. The impact on biodiversity
protection because of access and use of natural resources is evident
in Midwestern US where a low percent area of land is managed to
maintain biodiversity and many areas are mapped as human land
use (Figure 4). LCC’s in the Midwest (i.e., Plains and Prairie
Potholes, Great Plains, and Eastern Tallgrass Prairie and Big
Rivers) have low diversity and few unique ecological systems
(Figure 6B). A large percent of their area has been converted to
human land use, which is reflected in high CRI values (Figure 8).
To date, the ecological consequences of degazettement are unclear
[69]. Both Fuller et al. [49] and Kareiva [8] believe degazettement
would lead to a more dynamic and flexible approach to
maintaining the current protected areas network, however it
could depend on the level of systematic design used to establish the
protected areas network.

Even though we did not specifically assess cost effectiveness of
protected areas, our analysis could help inform the approach
proposed by Fuller et al. [49]. A cost effectiveness analysis could
be based on land ownership, protection status, and percent area
converted to human modified systems. For example, the Great
Basin LCC has potential for including some of the most cost
effective protected areas because it has a low CRI value and

PLOS ONE | www.plosone.org

<10% of its area is converted. There is the potential to lower its
CRI value and meet the suggested 17% Aichi Biodiversity Target
[36] by increasing the percent of area managed to maintain
biodiversity by 60% through emphasizing protection of bio-
diversity (Figure 8). The Great Basin LCC also contains ecological
systems that occur only on lands managed for biodiversity
(Figure 7) and has a high diversity of ecological systems even
though only 1 is unique (Figure 6B). Other factors beyond land
ownership, protection status, and percent area converted to
human modified systems could be considered in efforts to assess
the cost effectiveness of protected areas, such as representation of
ecological systems and transaction costs. However, our analysis
could help inform a conservation strategy for the continental US if
the approach described by Fuller et al. [49] were implemented.
The second alternative for improving the conservation and
representation of ecological systems described previously would be
to increase the size (i.e., area or number) of our existing protected
areas network through acquisition for the least protected, most
endangered, or high priority ecological systems [50,51]. If
a systematic approach for choosing new protected areas could
increase the representation of elevation and soil productivity and
thereby ecological systems then the network’s ability to respond to
varying conditions and future change could be strengthened
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Figure 6. Redundancy, diversity, and uniqueness of ecological systems within Landscape Conservation Cooperatives (LCC).
Redundancy measures the number of LCC's in which a single ecological system occurs (A) [23]. The higher the number of LCC's in which an ecological
systems occurs the more redundancy displayed by that ecological system. For example, if an ecological system occurs in 2 LCCs, it has a redundancy
value of 2. Diversity is the total number of ecological systems occurring with an LCC, which is shown by color shading of LCCs (B). Uniqueness is the
number of ecological systems that occur in a single LCC, which is indicated by the number within each LCC (B). For example, the Great Northern LCC
encompasses 126-150 ecological systems total, most of these occur in a total of 7 or 8 LCCs, but 3 are unique and only found in this LCC. Only non-
modified, non-aquatic ecological systems were included (n=518; Table S1). Each LCC is assigned a letter, which indicates the name of the LCC.

doi:10.1371/journal.pone.0054689.g006

(Figure 1) [15,63]. Our results were similar to Scott et al. [15]
because we found that ecological systems at lower elevations and
higher soil productivity were under-represented within the current
protected areas network (Figure 1). These areas could be
prioritized if acquisition of new protected areas was employed
for increasing protection of ecological systems. The least protected
ecological systems and potentially most endangered (see Figure 8)
are within all the Level I land cover groups except sparse and
barren (Figures 2, 3, and 5, Table S1) and are located mostly in the
Midwestern US (Figure 4). Prioritizing acquisition of the Level I
land cover groups within the Midwestern US would increase the
overall representation of ecological systems in the continental US.
However, the feasibility of land acquisition for conservation is
continually a challenge as resources for obtaining new protected
areas are dwindling and competition for undeveloped private land
is limiting expansion opportunities [4,14]. Furthermore, the
support of policy makers for creating new protected areas could
be perceived as ephemeral [72]. The idea of increasing the
amount of protected land is attractive in part because of the
perceived permanence associated with that protection. In other
words, expanding the protected areas network reduces the risk of
more land being converted to a state from which it might not
recover (i.e., urban development), even though the immediate
benefit to conservation is dependent upon management strategies
employed.

A third alternative for improving the current protected areas
network might be to take stock of our management within the
current protected areas network and to evaluate the potential role
of lands managed for multiple-use in conserving ecological
systems. Our analysis found that increasing the emphasis on
maintaining biodiversity on lands currently managed for multiple-
use, which are permanently protected, but allow for extractive uses
(e.g., mining and logging), offers an alternative for increasing the
representation of ecological systems. However, much of the land
managed for multiple-use has undergone ecosystem alteration and
increased management or restoration may be needed to recover
existing ecological systems [52]. If we increased the emphasis on
maintaining biodiversity on some public and private lands
managed for multiple-use, the total percent area of ecological
systems protected could increase up to 39% in the continental US
(lands managed to maintain biodiversity: 10%j; lands managed for
multiple-use: 29%). Geographically, the greatest potential for
increased emphasis on maintaining biodiversity on lands managed
for multiple-use is in the West, but also in the Northeast, South,
and Midwest (Figure 4). To meet the suggested Aichi Biodiversity
Target of 17% [36] increased emphasis on maintaining bio-
diversity would need to occur on 6.4% of the lands managed for
multiple-use (Table S1). Even though lands managed for multiple-
use occur on both public (i.e., federal, state, and local government)
and private (i.e., non-governmental organization) lands, the
potential for conservation efforts to increase the protection of
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Table 2. Total number and unique number of ecological systems as well as percent area of ecological systems on lands managed

to maintain biodiversity and for multiple-use within each Landscape Conservation Cooperative (LCC) in the continental US.
Percent area of lands

Landscape Conservation Number of ecological Number of unique Percent area of lands managed managed for multiple-

Cooperative (LCC) systems ecological systems to maintain biodiversity use

Appalachian 103 11 35 8.3

California 88 2 10.7 16.3

Desert 133 2 17.0 40.0

Eastern Tallgrass Prairie & Big Rivers 75 0 1.2 1.2

Great Basin 143 1 11.2 62.9

Great Northern 143 3 14.8 393

Great Plains 102 1 0.6 25

Gulf Coast Plains & Ozarks 148 17 35 4.9

Gulf Coast Prairie 95 1 13 14

North Atlantic 63 5 6.6 8.7

North Pacific 123 10 15.1 255

Plains & Prairie Potholes 95 1 2.4 10.6

Peninsular Florida 56 18 8.8 13.1

South Atlantic 97 13 2.8 4.0

Southern Rockies 116 0 14.1 50.6

Upper Midwest & Great Lakes 60 3 57 8.3

See Figure for location of LCC. See Table 1 for protection status descriptions. LCCs are listed alphabetically.

doi:10.1371/journal.pone.0054689.t002
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Figure 7. Number of ecological systems occurring only within each protection status by Landscape Conservation Cooperative
(LCC). Ecological systems included occur only within the specified protection status [23,24]. The total number of ecological systems within each LCC
is shown parenthetically. For example, the Great Plains LCC contains 102 ecological systems with 18 occurring only on lands with no permanent
protection and none occurring on lands managed to maintain biodiversity or for multiple-use. See Table 1 for protection status descriptions. Only
non-modified, non-aquatic ecological systems are included (n=518; Table S1).

doi:10.1371/journal.pone.0054689.g007

ecological systems on public lands is greater (i.e., quantitatively
and geographically) (Figure 5).

To protect a broad representation of ecological systems within
the continental US, opportunities within public land management
agencies fall largely on lands managed by BLM and USFS
(Figure 5). Both manage lands that maintain biodiversity, but the
majority of the lands they manage are for multiple-use (Figure 5).
However, if the US is to become less dependent on foreign energy
sources and meet its own resource needs within its boundaries,
then shifting management focus on even a small portion of lands
currently managed for multiple-use could become a public lands
dilemma. Lands managed for multiple-use provide multiple public
benefits, including domestic energy production. [17,73,74].

In addition to the lands BLM manages for multiple-use, it has
also designated 11 million hectares to the National Landscape
Conservation System (NLCS), which is a network of conservation
areas specifically aimed at conserving biodiversity [75]. The USFS
manages over 17 million hectares of land managed to maintain
biodiversity, which is more than USFWS, NPS, and other federal
land management agencies combined (Figure 5). With BLM and
USFS managing millions of hectares of land for maintaining
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biodiversity, their role in protecting ecological systems is well
established, and there may be potential to expand the protection
and representation of ecological systems, for example, through the
expansion of NLCS. In the past, administrative jurisdictional land
transfers have occurred between land management agencies (e.g.,
BLM, USFWS, NPS, and USFS) [76-78]. Some of these land

transfers have led to more emphasis on maintaining biodiversity.

Landscape Conservation Cooperatives Setting Priorities
for Conservation of Ecological Systems

The framework and partnerships of the LCCs informs
conservation at the landscape level, which will be needed to
implement conservation across jurisdictional boundaries. Our
analysis indicates that ecological systems in the East are less
redundant and at more risk of conversion than those in the West
(Figures 6 and 8). Because of this East-West dichotomy, increased
conservation on some public and private lands may be important
to the representation of ecological systems in the West, whereas
increased public-private partnerships may play an important role
in the East to increase the representation of ecological systems
(Figures 4, 5, 6, 7, 8).
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Figure 8. Percent area of Landscape Conservation Cooperative (LCC) protected or converted and its conversion risk index (CRI). CRI
for each LCC is calculated by dividing percent area converted by percent area protected [62]. The CRI index is shown for lands managed to maintain
biodiversity (i.e., labeled maintain biodiversity) as well as for lands managed to maintain biodiversity and multiple-use (i.e., labeled multiple-use) [23].
The LCCs are ordered by percent area within each protection status. See Table 1 for protection status descriptions. A dashed line representing the
17% Aichi Biodiversity Target of the Convention on Biological Diversity is shown [36].

doi:10.1371/journal.pone.0054689.g008

Our research results highlighting low redundancy and unique
ecological systems corroborate results from other studies [13,18].
In particular, the eastern US was identified as an ecoregion with
high threats and irreplaceability value with regards to identifying
conservation priorities [13,18]. For example, the Gulf Coast Plain
and Ozarks LCC in southeastern US has high diversity and
uniqueness, but low redundancy and a high conservation risk
index (Figures 6 and 8). Within this LCC, there are few
opportunities for increasing the representation of ecological
systems on lands managed for multiple-use (Table 2, percent
protected changes from 3.5% to 4.9%). An initial practical
approach for conservation of ecological systems in this LCC,
which contains many diverse and unique ecological systems, would
be to engage both public and private conservation partners. In this
case, our research results could serve as a catalyst for building
public and private conservation partnerships. The larger scale
perspective of LCCs provides a unique forum that previously did
not exist for putting nationwide conservation planning at a scale
that allows strategic emphasis on ecological systems that are in
most need of added representation and protection.

There are numerous benefits to exploring alternatives for
increasing the conservation and representation of ecological
systems in the protected areas network. First, we can increase
the number and area of ecological systems protected. Ecological
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systems represent a range of the habitats upon which many species
rely; therefore we are increasing the protection of numerous
species, including threatened, endangered, and species of concern.
Second, we can increase the adaptability of ecological systems and
the protected areas network to climate change impacts [79]. A
wider range of environmental variables will enable ecological
systems and the vertebrate species that rely on them to have room
to shift their ranges in response to changes in climate. Third, we
can increase the buffer area for all ecological systems and thereby
reduce edge effects and increase the integrity of existing ecological
systems. Lastly, we are more likely to capture the ecological
processes that drive the pattern of ecological systems that we
observe and allow for a more fully functional and robust protected
areas network.

The current protected areas network for the continental US
does not capture the full range of ecological systems or geophysical
features (i.e., elevation and soil productivity). As a consequence,
the species that rely on these ecological systems and geophysical
features have fewer opportunities to adjust to changing environ-
mental conditions. We have not assessed the pros and cons of
using our alternatives for increasing the representation of
ecological systems, but rather we have presented them as
possibilities that may be considered and evaluated as decisions
are made to conserve biodiversity. Each alternative may increase
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the representation of ecological systems, which can lead to
protecting and securing habitat across a broader range of
ecological, geographical, and geophysical occurrence of species.
And may provide the greatest opportunity for evolutionary
processes to persist regardless of imminent changes in the near,
intermediate, and long term.

Supporting Information

Table S1 Area (ha) and percent area of ecological
systems by protection status nested into Level I and II
land cover groups [23,24]. All 5 Level I groups, 37 Level II
groups, and 518 ecological systems are listed. See Table 1 for
protection status descriptions. Only non-modified, non-aquatic
ecological systems are included (n=518).
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Abstract

The absence of information about how abundance varies across species’ ranges restricts
most modeling and monitoring of climate change responses to the range edge. We
examine spatial variation in abundance across the northeastern range of North American
beaver (Castor canadensis), evaluate the extent to which climate and nonclimate variables
explain this variation, and use a species—climate envelope model that includes spatial
variation in abundance to predict beaver abundance responses to projected climate
change. The density of beaver colonies across Québec follows a roughly logistic pattern,
with high but variable density across the southern portion of the province, a sharp
decline in density at about 49°N, and a long tail of low density extending as far as 58°N.
Several climate and nonclimate variables were strong predictors of variation in beaver
density, but 97% of the variation explained by nonclimate variables could be accounted
for by climate variables. Because of the peak and tail density pattern, beaver climate
sensitivity (change in density per unit change in climate) was greatest in the interior and
lowest at the edge of the range. Combining our best density—climate models with
projections from general circulation models (GCM) predicts a relatively modest expan-
sion of the species’ northern range limit by 2055, but density increases in the range
interior that far exceed those at the range edge. Thus, some of the most dramatic
responses to climate change may be occurring in the core of species’ ranges, far away
from the edge-of-the-range focus of most current modeling and monitoring efforts.

Keywords: abundant center hypothesis, climate change, climate envelope modeling, furbearer, mam-
mal, quantile regression, relative abundance, rodent, spatial ecology, wildlife
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Introduction

Climate is a major determinant of the distribution and
abundance of species (Andrewartha & Birch, 1954;
Jeffree & Jeffree, 1994; Lomolino et al., 2006). Global
average surface temperatures have increased by
0.6 & 0.2 °C since the late 19th century and are expected
to rise from 1.4 to 5.8 °C over the next century (Hought-
on et al., 2001). Thus, there is a need to develop models
linking species distributions to climate change scenarios
in order to anticipate the effects of global warming on
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plant and animal populations (Ludwig et al., 2001;
Lawler et al., 2006). Species—climate envelope approaches
are being used extensively to predict how climate change
will alter species distributions (Box, 1981; Sutherst &
Maywald, 1985; Austin, 1992; Huntley et al., 1995; Iver-
son & Prasad, 1998; Peterson et al., 2002; Thuiller, 2003;
Skov & Svenning, 2004; Thomas et al., 2004; Aratjo &
Rahbek, 2006; Elith et al., 2006; Botkin et al., 2007).
Essentially, this method attempts to relate current spe-
cies distributions with current climatic conditions, then
uses predicted future climate scenarios usually derived
from general circulation models (GCM), to predict asso-
ciated shifts in species” geographic distributions (Davis
et al., 1998; Lawler et al., 2006).
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Species—climate envelope models rely on occurrence
data to predict the impacts of climate change on species
distributions and regional biodiversity (Erasmus et al.,
2002; Huntley ef al., 2004; Aratjo et al., 2005). Although
presence/absence range maps provide a useful indica-
tion of the broad regional occurrence of a given species,
they exclude information about how local abundance
varies across the range. As a result, species—climate
envelope approaches are capable of predicting range
shifts, but not changes in abundance across the range.
Although some climate envelope models assume a
ramp of suitability or occurrence probability near the
edge of the range, the absence of data regarding how
abundance actually varies across the range limits pre-
dictions of species responses to climate change to the
periphery of species range. Similarly, monitoring
of species responses to recent climate change has pri-
marily focused on species range expansions and con-
tractions, with little attention paid to changes in
abundance between range boundaries (Parmesan &
Yohe, 2003; Root et al., 2003; Martinez-Meyer et al.,
2004; Aradjo et al., 2005). Thus, at present, we have little
idea whether climate change modeling and monitoring
efforts focused on the periphery of species’ ranges are
over- or underestimating the impacts of climate change.
Our ability to provide more sensitive and/or represen-
tative assessment of climate change impacts thus rests
on our understanding of geographical abundance
patterns.

Numerous ecological and evolutionary hypotheses
are based on the assumption that the local abundance
of a species is highest in the center of its geographical
range, and declines gradually into a tail of low abun-
dance as its range edge is approached (Andrewartha &
Birch, 1954; Whittaker, 1956; Hengeveld & Haeck, 1982;
Rapoport, 1982; Brown, 1984; Brussard, 1984; Gaston,
1990, 2003; Brown et al., 1995). However, there is a
paucity of rigorous empirical tests for this assumption
and, among the few species that have been examined
thoroughly, there is extensive variability in the location
of peak abundance within the range (Sagarin & Gaines,
2002a,b; Sorte & Hofmann, 2004). This is particularly
the case among mammals, where only a few studies
have documented geographical abundance patterns
across large spatial extents (Caughley et al., 1988;
Rodriguez & Delibes, 2002; Williams et al., 2003). Hence,
although data are sparse and support for population
density peaking in the geographical center of the range
is weak, there are theoretical and empirical reasons to
expect that many species will be characterized by some
pattern of systematic variation in local abundance
across their range. This pattern will frequently include
a tail of low abundance near the periphery of at least
some portions of their range boundaries.

© 2008 The Authors

An important consequence of a tail of low abundance
near a range edge is that the change in abundance per
unit distance will tend to decrease as the range edge is
approached. Because most climate variables will tend to
vary more linearly across the same gradient, the change
in abundance per unit change in climate (i.e., the
species’ local climate sensitivity) should decrease as
the range edge is approached. Consequently, for species
with a tail of low abundance at the periphery of their
range, species—climate envelope models incorporating
variation in abundance across the range should predict
weak impacts of climate change at the edge of the range,
and stronger impacts where the tail ramps upwards
to higher abundance closer to the range interior.
Predictions of climate change impacts focused on
presence—absence data at the edge of species’ ranges
may therefore underestimate the magnitude of species’
responses to climate change in the range interior.

In the present study, we incorporate spatial variation
in relative abundance into a climate envelope model to
test the hypothesis that predicted species responses to
climate change will be larger near the interior of the
range than at the edge of the range. We test this
hypothesis using a unique, previously unpublished
dataset involving 161 surveys of the regional abun-
dance of North American beaver (Castor canadensis),
covering 74% of their 1.1 million km? range in Québec,
Canada. Beaver are well-suited to examining abun-
dance patterns because their local abundance can be
accurately assessed via aerial surveys of dams, lodges,
and autumn food caches (Bergerud & Miller, 1977;
Novak, 1987), their general habitat requirements (decid-
uous and shrubby vegetation along stable waterways;
Slough & Sadleir, 1977; Allen, 1983; Howard & Larson,
1985) can be identified from land cover classifications,
and they have been extensively surveyed in some
regions. Despite better-than-typical survey efforts,
equivalent estimates of local abundance are not avail-
able across their entire range, which encompasses most
of North America. However, the volume and extent of
the data available across Québec provides a unique
opportunity to examine how beaver abundance varies
across more than 1millionkm? from the northeastern
interior of their range to the northeastern edge of their
range, and how this variation might influence predic-
tions of climate change impacts on beaver density. The
main objectives of this study were to (a) examine the
spatial variation in beaver abundance across the north-
eastern portion of their range, (b) evaluate the extent to
which climate and nonclimate variables predict this
variation, and (c) use a species—climate envelope model
that includes spatial variation in abundance to predict
beaver density responses to projected climate change.
We predicted that beaver abundance will decline in a

Journal compilation © 2008 Blackwell Publishing Ltd, Global Change Biology, 15, 508-522
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logistic fashion from the interior to the edge of their
range and will be strongly correlated with climate
variables that decline roughly linearly across the same
gradient. Thus, we hypothesized that the beaver climate
sensitivity (change in abundance per unit change in
climate) will be highest in the midrange and lowest at
the core and edge of the range.

Materials and methods

Beaver density surveys

Beaver density estimates were derived from reports
obtained from the Direction de I’Aménagement de la
Faune de 1’Outaouais (Gatineau, Québec), the Direction
de I'Aménagement de la Faune de Mauricie (Trois-
Rivieres, Québec), and documentation centers at the
Québec Ministry of Environment (Québec, Québec)
and at Hydro Québec (Montréal, Québec). Results from
aerial surveys conducted in the far north of Québec by
SIJ (see Jarema, 2006) were also included in the dataset.
We included only helicopter surveys in our analysis
because plane surveys can overlook a majority of beaver
structures (correction factor up to 75%; Payne, 1981;
Potvin & Breton, 1982). The majority of study areas
were surveyed in autumn, after deciduous leaf fall and
before waterway freeze up, when beavers were com-
pleting their food caches. Survey teams consisted of a
pilot and a minimum of one observer/navigator in a
helicopter flying at low altitude (<100m) and speed
(<140kmh™"). Both active and abandoned sites were
recorded, with three active categories: (1) lodge with
fresh food cache, (2) fresh food cache without the
presence of a lodge, and (3) other obvious signs of
beaver presence (e.g., peeled sticks, well-maintained
dams, runways and burrows, beaver).

Areas were surveyed using total coverage or subsam-
pling. Total coverage was the methodology used for
77% of surveys included in our study and involves
surveying all waterways within the study area. Sub-
sampling was used for the remaining 23% and involved
dividing the study zone into equally sized quadrats
4, 9, 25 or 50km?), randomly selecting 9-23% of these
quadrats, and surveying all the waterways within se-
lected quadrats. Whether the entire study area was
surveyed, or a subsample of quadrats was surveyed,
the total number of active beaver colonies observed was
divided by the total area surveyed, to yield the average
number of beaver colonies per km?. Survey years ran-
ged from 1966 to 2004, but most surveys (80%) were
initiated between 1980 and 1995. If a study region was
surveyed in more than 1 year, and the survey coverage
was within 20% of the maximum survey coverage,
beaver densities were averaged. Otherwise, only the

beaver density estimated from the most extensive sur-
vey was included in the analysis.

To render beaver survey data compatible with GIS,
we obtained the vector data for recreational and pro-
tected areas in Québec (e.g., controlled harvesting
zones, wildlife reserves, outfitting operations, national
parks, and ecological reserves) (Limites des territoires
récréatifs et protégés 1:250000) and used digital maps
imported from Lafond ef al. (2003). The area, perimeter,
and midpoint coordinates were then calculated for each
of the 161 study polygons included in our analysis.

Climate and nonclimate explanatory variables

Point estimates of trimonthly temperature minima and
maxima, precipitation totals, and agroclimatic indices
(Table 1) were obtained for each study polygon centroid
from Selected Modeled Climate Data for Point Locations
created by The Landscape Analysis and Application
Section (LAAS), Great Lakes Forestry Centre (GLFC),
Canadian Forest Service (CFS), and Natural Resources
Canada (NRCan). The originators used a software pack-
age called ANUCLIM (Centre for Resource and Environ-
ment Studies, Canberra, Australia) to obtain estimates of
monthly mean climate variables, bioclimatic parameters,
and indices relating to crop growth (McKenney, 2006).
For average trimonthly temperatures, we used the Ca-
nadian Gridded Climate Data (50 km grid; Hopkinson,
2001). Once the gridded values were imported into
ARCVIEW 8.2 (ESRI, Redlands, CA, USA), they were
projected to NAD 1983 Québec Lambert, interpolated
to a raster image using Inverse Distance Weighted in 3D
Analyst, reclassified at intervals of 1.0°C, and finally
converted from a raster image to a feature. The final
product was intersected with all study area polygons.
Potential nonclimate predictors of beaver density were
selected based on previous beaver habitat studies (re-
viewed in Jarema, 2006) and included the nature and
extent of waterways, shorelines, vegetation cover, soil
composition, slope, beaver harvest intensity, and predator
abundance (Table 1). The length, area, and perimeter of
waterways (rivers, lakes, and wetlands) within each study
polygon were estimated from 92 National Topographic
Digital maps (1:250000). Buffers around all waterways,
200m in width to include the maximum inland foraging
distance of beaver (Allen, 1983; Miiller-Schwarze & Sun,
2003), were constructed using BUFFERWIZARD in ARCVIEW 8.2
(ESRI). Land cover within the 200m buffer zones was
estimated, for study polygons north of the 52nd parallel,
from the Mosaique du Québec (Photocartotheque Québé-
coise, 1:2500000 scale, 15 land cover classes; see Jarema,
2006) and, for study polygons south of the 52nd parallel,
from the Spatiocarte Portrait du Québec Forestier Méri-
dional (Direction des Inventaires Forestiers, 1:1 250000

© 2008 The Authors
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Table 1 Climate and nonclimate variables evaluated as potential predictors of beaver density across Québec

Climate Nonclimate
variable  Definition variable Definition
PET Potential evapotranspiration (mm) over =~ Smalllakes Number of lakes <1km? within the polygont
growing season*
GDD Growing degree days (°C days) above Largelakes Number of lakes >1km? within the polygont
base temperature for the entire
growing season*
Tavgenn Average annual temperature (°C)f Rivershoreline Proportion of total shoreline (rivers, lakes, wetlands)
in the polygon that is along riversf
Tavgdie Average December—January-February Lakeshoreline Proportion of total shoreline (rivers, lakes, wetlands)
temperature (°C)§ in the polygon that is along lakest
Tavgmam  Average March-April-May temperature =~ Wetlandshoreline =~ Proportion of total shoreline (rivers, lakes, wetlands)
(°O)8 in the polygon that is along wetlands+
Tavgja Average June-July-August temperature Riverbuffer Proportion of polygon area within 200 m buffers
(°O)8 around all riverst
Tavgson Average September-October-November  Lakebuffer Proportion of polygon area within 200 m buffers
temperature (°C)§ around all lakes¥
Timaxdjf Average maximum December—January—  Wetlandbuffer Proportion of polygon area within 200 m buffers
Februrary temperature (°C)f around all wetlands¥
Tmaxmam  Average maximum March-April-May CdecidB Proportion of 200 m buffer around all rivers, lakes, and
temperature (°C){ wetlands in polygon covered by deciduous forest
(including deciduous regrowth)
Taxjja Average maximum June-July—August CmixedB Proportion of 200 m buffer around all rivers, lakes, and
temperature (°C){ wetlands in polygon covered by mixed forest
(including mixed regrowth, mixed dominated by
young coniferous, and mixed dominated by young
deciduous)f
T maxson Average maximum September-October—  CconiferB Proportion of 200 m buffer around all rivers, lakes, and
November temperature (°C)} wetlands in polygon covered by coniferous forest
(including coniferous regrowth)t
Tmindi Average minimum December-January- CshrubB Proportion of 200 m buffer around all rivers, lakes, and
February temperature (°C)i wetlands in polygon covered by shrubs and lichens
or shrubs and mossest
Trinmam  Average minimum March-April-May CmossrockB Proportion of 200 m buffer around all rivers, lakes, and
temperature (°C)i wetlands in polygon covered by moss and rockf
Tminja Average minimum June-July-August CrockB Proportion of 200 m buffer around all rivers, lakes, and
temperature (°C)f wetlands in polygon covered by rocks?
T minson Average minimum September—October-  CagricB Proportion of 200 m buffer around all rivers, lakes, and
November temperature (°C)} wetlands in polygon used by agriculturef
Tiso Mean diurnal temperature range divided = CurbanB Proportion of 200 m buffer around all rivers, lakes, and
by the annual temperature range} wetlands in polygon occupied by populated areast
Tseas Temperature seasonality expressed as the ~ CbuiltupB Proportion of 200 m buffer around all rivers, lakes, and
coefficient of variation of monthly wetlands in polygon occupied by populated zones
mean temperaturesi where buildings are so close together that, for
cartographic purpose, they are represented by a
built-up area outlinet
Pygann Sum of all monthly average precipitation = Slope <2° Proportion of polygon area occupied by a slope <2°f
estimates (mm)i
Pavgdie Average December—January-February Slope <10° Proportion of polygon area occupied by a slope <10°F
precipitation (mm)}
Pavgmam  Average March-April-May precipitation ~ Slope <30° Proportion of polygon area occupied by a slope <30°F
(mm)i
Pavgiia Average June-July-August precipitation ~ Slope>30° Proportion of polygon area occupied by a slope >30°+
(mm)i
Pavgson Slope <2°B
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Table 1 Continued

Climate

variable  Definition

Nonclimate
variable

Definition

Average September-October-November
precipitation (mm)i
Pieas Precipitation seasonality expressed as the
coefficent of variation of monthly
average precipitationf

Slope <10°B

Slope <30°B
Slope >30°B

Smineral

Sorganic

Ssoftrock

Sgranite
Slimestone

Shardrock

Beaverharvest

Beardensity
Wolfdensity

Limitedroads

Roads

Proportion of 200 m buffer around all rivers, lakes, and
wetlands occupied by a slope <2°%

Proportion of 200 m buffer around all rivers, lakes, and
wetlands occupied by a slope <10°f

Proportion of 200 m buffer around all rivers, lakes, and
wetlands occupied by a slope <30°F

Proportion of 200 m buffer around all rivers, lakes, and
wetlands occupied by a slope >30°F

Proportion of polygon containing surface material
made up of predominantly mineral particles
containing <30% organic matter by weight¢

Proportion of polygon containing surface material
made up of >30% organic matter by weight|

Proportion of polygon containing surface material
made up of rock that can be dug with a shovel (i.e.,
undifferentiated shales, upper Cretaceous and
Tertiary materials)q|

Proportion of polygon containing surface material
made up of granite

Proportion of polygon containing surface material
made up of limestone

Proportion of polygon containing surface material
made up of hard rock of unspecified origin and
undifferentiated propertiesy

Average beaver harvest per unit area for ‘Structured’
or ‘Free Zones’ in the Administrative Regions of
Québec||

Estimated black bear density (individuals km~2) by
trapping zones™*

Estimated wolf density (individuals km™2) in
administrative regions or wildlife reservestt,ii
Kilometers of roads that vary seasonally in condition
or to which public access is denied divided by

polygon areat
Kilometers of roads for the movement of motor
vehicles divided by polygon areat

*Bootsma & McKenney (2005).

tNatural Resources Canada. 2006. Centre for Topographic Information: Glossary for NTBD data 1:250000. http://www.cits.
rncan.gc.ca/cit/servlet/CIT/site_id=01&page_id=1-002-001.html#b.

fLandscape Analysis and Application Section (LAAS), Great Lakes Forestry Centre (GLFC), Canadian Forest Service (CFS), Natural
Resources Canada (NRCan). Resources Canada 2006. Selected Modeled Climate Data for Point Locations. Sault Ste. Marie. LAAS.
§Hopkinson (2001).

9/Centre for Land and Biological Resources Research. 1996. Soil Landscapes of Canada, v.2.2, Research Branch, Agriculture and Agri-
Food Canada. Ottawa.

|Pierre Canac-Marquis Coordonnateur Piégeage Faune et Parcs Québec.

**olicoeur (2006).

t1Jolicoeur & Heneault (2002).

{iLariviere et al. (1998).
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scale, 22 land cover classes; see Jarema, 2006). Slopes
within the 200m buffer zones were calculated from the
same National Topographic Digital Maps using ARCVIEW
8.2 (ESRI) 3D Analyst to create a TIN from contour lines
and the SLOPE function in Surface Analysis to derive
slopes in degrees. The image was then reclassified using
the following defined intervals: 0-2.0°, 2.1-10.0°, 10.0—
30.0°, >30.1°, which provided, for each polygon, the area
within the 200 m buffer represented by the different slope
categories. The dominant value for soil composition within
each study polygon (KINDMAT field) was obtained from
Canadian Soil Information (CanSIS) website. For each
study polygon, the area covered by built-up regions
(populated zones where buildings are so close together
that, for cartographic purpose, they are represented by a
built-up area outline) and the length of roads were derived
again from the National Topographic Digital Maps. To
incorporate the abundance of potential beaver predators in
the analysis, wolf (Canis lupus) densities were calculated by
dividing the estimated number of wolves in each admin-
istrative region by the area of that administrative region
(Lariviere et al., 1998; Jolicoeur & Heneault, 2002), whereas
black bear (Ursus americanus) densities were calculated by
dividing the estimated number of black bears within each
trapping zone by the area of that trapping zone (Lamon-
tagne et al., 2006). The average number of beaver harvested
per km? was calculated by dividing the average number of
beaver harvested in regions referred to as ‘libre” (private
lands and certain crown lands where trapping is carried
out with no particular constraints) and ‘structurée’ (crown
lands subdivided into trapping territories where exclusive
trapping rights are leased to certain trappers) by the area
of these zones within each administrative region (P. Canac-
Marquis, Coordinator, Societé de la Faune et des Parcs
Québec, personal communication 2004).

Model selection

Our modeling objective is to identify highly predictive but
parsimonious models of beaver density based on vari-
ables that are commonly forecasted by GCM’s. As a result,
our model selection approach is biased towards climate
over nonclimate variables, and univariate over multivari-
ate models. However, in addition to identifying the
strongest climate predictors of beaver density, we seek
to quantify the opportunity cost of excluding nonclimate
variables and multivariate climate models. Thus, we first
compare the independent and combined explanatory
power of climate vs. nonclimate variables, then examine
the relative explanatory power of multivariate vs. uni-
variate climate models, then focus on the strength and the
form of the best univariate climate-density models.

The data were heteroscedastic and beaver density
appeared to have a nonlinear relationship with most

© 2008 The Authors

variables. Accordingly, beaver density was square-root
transformed, which is a commonly used transformation
for abundance data that is similar in effect to the log
transform but that works on zeros. All proportional
explanatory variables were arcsine-transformed before
the analysis.

The role of climate vs. nonclimate variables was
evaluated using regression on principal components.
Specifically, a principal component analysis (PCA) was
calculated on all 24 climate variables and the scores of
each site on the first two axes were retained. Similarly, a
PCA was performed on all 36 nonclimate variables and
the scores of each site on the first two axes were
retained. A Borcard partition (partial regression analy-
sis) was performed to evaluate the proportion of var-
iance explained by the scores on first two principal
components solely for climate, solely for nonclimate,
and jointly for climate and nonclimate.

To compare multivariate species—climate envelope
models with univariate models, we (1) performed a
multivariate linear regression with all 24 climate vari-
ables, (2) used two common multivariate selection
models (stepwise regression and regression trees) to
identify how many variables would be chosen and the
predictive power (r*) of these sets of variables, and (3)
examined the predictive power of each climate and
nonclimate variable as a univariate predictor of beaver
density. The top 10 univariate climate variables with the
highest r*-values were selected to model their relation-
ship with beaver density. The nontransformed data
strongly suggested an envelope relationship rather than
a simple curvilinear relationship so quantile regression
was used (Cade & Noon, 2003). We examined the 10th,
50th, and 90th quantiles using linear, quadratic, and
normal (Gaussian) curves,

Linear Density =a + b x (z)

Quadratic Density =a + b(z) + ¢ x (2)*
2

Normal Density = ¢ x e~ (-0)/¢

where z is the best predictor, and a, b, and c are free
parameters estimated using the interior point algorithm
(Koenker & Park, 1996) adapted for MATLAB version 7.3
(Mathworks, Natick, MA, USA) by David Hunter
(http:/ /www.stat.psu.edu/~ dhunter/code/qrmatlab/).
We compared distribution models using a quantile regres-
sion analog to the OLS coefficient of determination
derived by Koenker & Machado (1999) that provides
pseudo-7* for any quantile (traditional 7* can be used on
the 50th percentile, but not on other percentiles).

Climate sensitivity, climate change, and beaver density
change

The top three univariate climate models for the 10th,
50th, and 90th percentiles were selected and used to
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predict present and future beaver densities across Qué-
bec. Gridded climate data from 1961 to 1990 and sce-
narios from 2040 to 2069 were used, respectively, for
present and future periods (Bootsma & McKenney,
2005). These present and future climate data included
monthly maximum and minimum air temperature,
average annual air temperature, precipitation, growing
degree-days, and potential evapotranspiration (PET).
The climate model and emission scenario (CGCM1
GA1) used to predict future climate were described by

Flato et al. (2000) and Boer et al. (2000a, b). To evaluate
the generality of this model and scenario combination,
we compared it with four other combinations involving
two additional models with two emission scenarios
each (CGCM2 A2, B2, Flato & Boer, 2001, HADCM3
A2, B2, Gordon et al., 2000; Pope et al., 2000). Climate
sensitivity is expressed as the change in beaver density
resulting from a 10% change in a given climate variable,
calculated with parameters from the best-fit climate—
density model. Similarly, beaver density change was

Fig. 1 Local abundance of North American beaver (Castor canadensis) across the province of Québec. Densities were derived from 161
helicopter surveys conducted between 1976 and 2004. The average number of active beaver colonies per km? for each survey area was
calculated by locating active colonies along watercourses and dividing this number by the total area. Inset: the approximate North

American range of C. canadensis.
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calculated by comparing beaver densities predicted by
best-fit models applied to current climate normals and
GCM-predicted climate futures.

Results

The highest beaver densities in Québec are found in the
southwest; in other southern portions of the province,
beaver densities are variable, but generally declining
from west to east (Fig. 1). Moving northwards, beaver
densities decline sharply around 49°N and then form a
long tail of low densities spanning more than 9° of
latitude (Fig. 2a).

Partial regressions on two principal component axes
(scaled PCA) derived from all climate and nonclimate
variables revealed that climate variables alone
explained 17.4% of the variation in beaver density,
nonclimate variables alone explained 1.5%, and climate
and nonclimate variables jointly explained 33.3% (leav-
ing 47.7% unexplained). In other words, climate vari-
ables explained 97.1% of the variation that could be
explained by a combination of climate and nonclimate
variables (Fig. 3).

Both stepwise multivariate linear regression and re-
gression trees selected a model with only two of the
possible 24 climate variables (T ygann and Tmaxmam for
stepwise, PET and Tmingjt for regression tree). The multi-
variate regression on all 24 climate variables had an 7* of
0.67, the chosen stepwise model (with two climate
variables) had an 7* of 0.57, and the regression against
the top two climatic PCA axes had an 7* of 0.51. The
selection of only two variables using both model selec-
tion techniques is presumably due to the high collinear-
ity of climate variables (the first principal component
accounted for 80% of all variation in the 24 climate
variables and the first two principal components ac-
counted for 92% of all variation).

Exploring univariate predictive power of climate and
nonclimate variables, the majority of variation in
square-root transformed beaver density across Québec
can be accounted for by several univariate relationships
(Table 2). The top univariate climate predictors include
agroclimatic indices [e.g., PET and growing degree days
(GDD)] and temperature variables (e.g.,, maximum,
minimum, and average seasonal air temperatures)
(Table 2). The top nonclimate predictors include

Fig. 2 Variation in local beaver density across Québec as a function of (a) latitude and the top-three univariate climate predictors,
including (b) potential evapotranspiration (PET), (c) average maximum March—-April-May temperature (Tmaxmam), and (d) average
maximum June-July-August temperature (Tpayja)- Lines represent the normal equations that best describes the 10th (dashed line), 50th

(solid line), and 90th (dashed lines) percentiles of beaver density.
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latitude, black bear density, and deciduous and shrub
land covers (Table 2).

Using the top 10 climate variables to predict the 10th,
50th, and 90th percentiles of untransformed beaver
densities, a normal model provided a better fit (based
on pseuclo-r2 values appropriate for quantile regres-
sion) than a linear or quadratic model in 27 of 30
instances (Table 3). The fit of the quadratic model was
frequently only marginally weaker than the normal
model, but when this was the case, the quadratic curve
was invariably concave (i.e., ¢ was always positive),
meaning that, similar to the normal model, the slope of
the relationship between climate and abundance accel-
erated from low to high beaver density (i.e., from the
edge to the interior of the range).

Overall, the best three predictors of the 10th, 50th,
and 90th percentiles collectively and the 50th percentile
in particular, are PET, average maximum March-April-
May temperature (Tmaxmam), and average maximum
June-July—-August temperature (Tpmaxja) (Table 3). Each
of these three climate variables assumes a normal
relationship with percentiles of beaver density, with
the slope of the curve peaking at intermediate climate
values corresponding to the approximate midpoint of
beaver’s distribution in Québec, then flattening to vary-

Fig. 3 Partial regression analysis estimating the variation in
beaver density explained by climate and nonclimate variables.
PCA was calculated on all 24 climate variables and the scores of
each site on the first two axes were retained. Similarly, a
principal component analysis (PCA) was performed on all 36
nonclimate variables and the scores of each site on the first two
axes were retained. Each group uniquely accounts for only a
small amount of variation in beaver density, whereas a much
larger proportion is explained jointly by climate and nonclimate
variables. Thus, a model including climate variables alone can
account for >95% of the total variation explained by climate and
nonclimate variables in combination.

ing extents at warmer climate values corresponding
with southern Québec (Figs 2b—d).

For the top three climate variables, beaver climate
sensitivity (predicted change in density per unit change
in climate) is highest in the southern half of Québec and
declines northward as the present day range limit is
approached (Fig. 4 1la—c). GCM-projected change
between now and 2055 in these climate variables peaks
at high latitudes and generally diminishes southward
(Fig. 4 2a—c). These climate projections differ marginally
from other GCM and emission scenarios on a regional
basis, but, in general, tend to be intermediate or con-
servative relative to other model and scenario combina-
tions (Fig. 5). Combining projected climate change and
beaver climate sensitivity, the largest absolute changes
in density (future density—present density) are consis-
tently predicted to occur in the southern half of Québec
(Fig. 4 3a—c). Considering the present northern range
limit of beaver distribution in Québec (Fig. 4 la—c),
relatively small and spatially restricted range expansion
is predicted to occur (Fig. 4 3a—c). Thus, beavers are
presently restricted to regions in Québec with average
annual temperature above —5.1 °C, maximum summer
temperature above 15.2 °C, maximum spring tempera-
ture above —1.4°C, and PET above 200 mm. By 2055,
these conditions are expected to expand northwards
and be associated with a northern range expansion of
<100km in most regions of northern Québec (Fig. 4 3a—
¢), with the exception of the westcentral portion of the
range limit where a ~ 200km expansion is predicted.

Discussion

Beaver density across Québec follows a roughly logistic
envelope pattern, with high but variable density across
the southern portion of the province, a sharp decline in
density at about 49°N, and a long tail of low density
extending as far as 58°N. Although several climate and
nonclimate variables were strong univariate predictors
of variation in beaver abundance, 97% of the variation
explained by nonclimate variables could be accounted
for by climate variables. Furthermore, four PCA axes
that included all climate and nonclimate variables (two
axes derived from 24 climate variables and two derived
from 36 nonclimate variables) explained less variation
in beaver density (+*=0.51) than the three top climate
univariate models, each based on a single climate vari-
able (+* = 0.55-0.56). Although stepwise regression and
regression tree procedures both selected multivariate
models over univariate models, in both cases the
selected models contained only two climate variables,
had only marginally higher explanatory power than the
top univariate models (* =0.57 vs. 0.55-0.56 for top
univariate climate models despite the positive r*-bias
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Table 2 Results from univariate regression of square-root
transformed beaver density as a linear function of climate
and nonclimate variables

Climate Nonclimate
Variable Sign R*> P Variable Sign R*> P
PET + 0.562 0.000 Latitude — 0.495 0.000
Tmaxmam + 0.559 0.000 Beardensity + 0.399 0.000
Tmaxja +  0.546 0.000 CdecidB +  0.375 0.000
Tavgja +  0.503 0.000 CshrubsB — 0.359 0.000
GDD + 0.502 0.000 CmixedB +  0.352 0.000
Tmaxson +  0.489 0.000 CconiferB — 0.309 0.000
Tavgmam +  0.486 0.000 CmossrockB — 0.251 0.000
Tavgann +  0.466 0.000 Limitedroads + 0.239 0.000
Tiso +  0.448 0.000 Beaverharvest + 0.199 0.000
Tminmam +  0.432 0.000 Roads +  0.166 0.000
Tminja + 0431 0.000 Longitude — 0.063 0.001
Tmaxajf  +  0.426 0.000 Riverbuffer +  0.055 0.003
Tavgson +  0.421 0.000 Lakebuffer — 0.049 0.005
Tminson +  0.360 0.000 Lakeshoreline — 0.048 0.005
Pgeas — 0.315 0.000 Rivershoreline + 0.032 0.023
Tavgag +  0.303 0.000 Wolfdensity +  0.027 0.039
Tmingg  + 0262 0.000 CrockB — 0.021 0.069
Pavgmam +  0.220 0.000 Largelakes — 0.013 0.153
Tseas — 0.158 0.000 Slope < 2° — 0.011 0.176
Pivgann +  0.146 0.000 Slope>30° — 0.011 0.178
Pavgai  +  0.141 0.000 Slope < 30° + 0.011 0.179
Pavgja  +  0.121 0.000 Smalllakes — 0010 0.214
Pavgson T 0.021 0.069 Shardrock — 0.007 0.296
Slope < 30°B +  0.007 0.307
Slope >30°B — 0.007 0.307
Ssoftrock — 0.006 0.329
Wetlandbuffer + 0.006 0.337
Wetlandshoreline +  0.006 0.347
Sgranite +  0.004 0.400
Smineral — 0.004 0451
Slope < 2°B — 0.002 0.598
Slimestone + 0.001 0.642
Slope < 10°B + 0.001 0.732
Slope < 10° — 0.001 0.752
Sorganic — 0.001 0.765
CbuiltupB — 0.000 0.811
CurbanB + 0.000 0.825
CagricB + 0.000 0.916

inherent in stepwise and regression tree procedures;
Freedman, 1983), and included climate variables that
were highly ranked as univariate predictors. Accord-
ingly, we used univariate climate models because of their
high predictive power in this application (in both abso-
lute terms and relative to the alternatives), their parsi-
mony, their ability to inform about potential mechanisms,
and their compatibility with quantile regression.
Univariate climate-abundance relationships formed a
logistic envelope pattern, with a long tail of low beaver
density at low climate values, ramping up to high but
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Table 3 Quantile regression pseudo-r*-values explaining the
variation in the 10th, 50th, and 90th percentile of beaver
densities using the top 10 univariate climate predictors and
three different models (linear, quadratic, and normal)

Linear (%) Quadratic (%) Normal (%)

Climate
variable 10 50 90 10 50 90 10 50 90

PET 0.207 0.323 0.285 0.208 0.366 0.328 0.239 0.366 0.340
Tmaxmam 0.205 0.297 0.262 0.208 0.356 0.328 0.254 0.360 0.334
Tmaxja  0.192 0.306 0.286 0.195 0.346 0.337 0.247 0.346 0.357
Tavgja ~ 0.187 0.258 0.214 0.189 0.306 0.239 0.220 0.309 0.239
GDD  0.177 0.314 0.294 0.192 0.336 0.295 0.241 0.346 0.314
maxson 0.171 0.294 0.278 0.186 0.311 0.279 0.217 0.315 0.295
avgmam 0.191 0.249 0.193 0.194 0.281 0.205 0.207 0.285 0.207
avgaann 0.173 0.263 0.237 0.189 0.283 0.243 0.212 0.290 0.241
so 0.231 0.244 0.170 0.238 0.245 0.183 0.273 0.299 0.280
minmam 0.172 0.233 0.207 0.188 0.243 0.211 0.219 0.252 0.203

o ol T

Values in italics indicate the highest pseudo-rz, with the
normal model performing best in 27 of 30 cases (90%). Note
that the quantile-adapted pseudo-r* presented here is not
comparable with the traditional 7 presented in Table 2; both
are valid for comparisons of relative explanatory power within
but not across tables.

PET, potential evapotranspiration; GDD, growing degree days.

variable densities at high climate values. Thus, rela-
tively warm climates appear necessary, but not suffi-
cient for beavers to attain high densities in Québec.
Presumably, beavers often occur at low densities in
warm regions because not all localities within these
regions provide the types of habitats, watercourses,
and topography that beavers also require. On the other
hand, beaver can clearly survive and reproduce in the
extreme climatic and habitat conditions that prevail in
far northern Québec (where average annual tempera-
ture is —5 °C, lakes are free of ice for only 4 months per
year, and the only trees present are riparian shrubs;
Lenormand et al., 2002), but appear to be unable to
attain high densities in these regions.

Relatively few studies have examined correlations
between climate and abundance across species” ranges
because typically only presence/absence data are avail-
able (Scott ef al., 1993; Guisan & Zimmerman, 2000; but
see Lichstein et al., 2002). However, the range limits of
many plants and animals appear to coincide with cli-
matic isotherms (Root, 1988) and climatic predictors of
range limits often outperform nonclimate predictors
(Thuiller et al., 2004), regardless of the trophic level
under consideration (Huntley et al., 2004). We selected
climate variables for modeling purposes because they
were slightly better predictors of beaver density and are
more commonly and consistently projected in climate
change scenarios than nonclimate variables. However,
we could have explained nearly as much variation in
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Fig. 4 Predicted changes in (1) beaver density (colonies km2) with a 10% increase in climate variables (climate sensitivity), (2) climate
from present to the year 2055 (climate change) based on the CGCMI GA1 model, and (3) beaver density change across Québec from
present to the year 2055 (density change) based on three climatic variables with best-fit models: (a) potential evapotranspiration (PET),
(b) average maximum March-April-May temperature (Tmaxmam), and (c) average maximum June-July-August temperature (Tmaxjja)-
White areas indicate regions not inhabited by beavers at present (column 1; climate sensitivity) and in the future (column 3; density
change). Projection of future range limits is based on matching the current isotherm delineating the northern most location of beaver at
present, then using the GCM projection of the location of this isotherm in 2055 [(a.3) PET =200mm, (b.3) Tmaxmam = —1.4°C, (c.3)

Tmaxja = 15.2°ClL.

beaver density with several land cover variables and,
based on results from our partial regression analysis,
the variation explained would have overlapped exten-
sively with that explained by climate variables. In other
words, the independent effect of climate on beaver
density (i.e., variation in climate not correlated with
variation in nonclimate variables) was relatively weak.
These results emphasize that (1) climate variables can
serve as an effective proxy for the suite of climatic and
nonclimatic factors that determine animal abundance
and distribution but (2) the validity of using climate
proxies to project animal responses to climate change
hinges critically on the persistence of current correla-

tions between climate, habitat, and other environmental
features (Pearson & Dawson, 2003; Lawler et al., 2006).

We found general support for our hypothesis that the
climate sensitivity of beaver abundance (change in
abundance per unit change in climate) peaked in the
interior of the range. The high variability of beaver
densities in southern Québec, combined with our lack
of data from jurisdictions south of Québec, prevented
us from clearly differentiating the fit of normal models
(with accelerating then decelerating slope from the edge
to the interior) from quadratic models (with continu-
ously accelerating slope from the edge to the interior;
Table 3). However, this distinction is less important to

© 2008 The Authors
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Fig. 5 Climate model and emissions scenario comparison for projected 2055 average annual temperature (T,ygann; “C) for different
regions of Québec. The climate model and emission scenario combination used in this study (black bar; CGCM1 GA1) generated similar
predictions as two other models each with two different emission scenarios (white bars; CGCM2 A2, B2 and HADCM3 A2, B2). Results
are similar if other climate variables are used as the basis of comparison (e.g., Tmaxmams Tmaxja N0t shown here), except CGCM1 GA1

projections of Trayjja increases are consistently conservative across Québec relative to the other climate model and emission scenario

combinations.

the general conclusion of the study than the agreement
of both models that climate sensitivity is low at the
northern edge of the range and accelerates towards the
range interior.

Combining our best climate envelope models of
beaver density with current GCM projections of future
climate change, beavers are predicted to be character-
ized by only modest range expansion, but substantial

© 2008 The Authors

increases in density within the interior of their range.
We acknowledge the numerous limitations in using a
correlative climate envelope approach, including the
fact that we fail to directly account for biotic interac-
tions, evolutionary change, or dispersal (Pearson &
Dawson, 2003), and that the present relationships
among abundance, distribution, and climate may not
remain the same in the future (Lawler et al., 2006).
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Consequently, in using this approach, we assume that
the relationships among climate, beaver abundance,
and beaver distribution reflect some direct or indirect
form of causality, that this causality will remain the
same in the face of climate change, and that beaver
responses and climate change will occur at a similar
pace. Based on beaver’s well-studied ecology (Slough &
Sadleir, 1977; Allen, 1983; Howard & Larson, 1985;
Novak, 1987), we expect that this will be the case only
if there is a concomitant increase in abundance and/or
productivity of their primary food sources (deciduous
shrubs and trees) adjacent to waterways, and if other
forms of environmental and anthropogenic changes
(e.g., fire frequency, conversion of forests into agricul-
tural and developed lands, trapping intensity) do not
override the effects of climate change in this region. The
pattern of dispersal and settlement of the reintroduced
European beavers (Castor fiber) in Scandinavia provides
a useful precedent for predicting how beavers colonize
new habitats and alter their abundance in currently
occupied habitats. This example indicates an important
role of long distance dispersal within watersheds, fol-
lowed by back-filling of suitable habitats between the
dispersal front and the established population core
(Hartman, 1995), as well as persistent influences of
initial territory establishment on long-term patterns of
beaver distribution and abundance (Campbell et al.,
2005). The present pattern of North American beaver
abundance across Quebec, as reflected in our dataset,
will also be strongly influenced by historical recoloniza-
tion events, following repeated large-scale overharvest,
population depletion/extirpation episodes that have
occurred in northeastern North America as recently
as the 1930s (Miiller-Schwarze & Sun, 2003). Thus,
although patterns of individual movement and territory
settlement may account for some of the unexplained
variation in large-scale patterns of beaver abundance,
they do not appear to preclude the emergence and
persistence of strong climate-abundance associations.

Conclusions

Our central conclusion is that there is much to be gained
by incorporating information about how abundance
varies across species ranges when using spatial climate
variability as a basis for predicting the impacts of
climate change. Species—climate envelope models relying
on presence/absence data can predict expected range
shifts in the face of climate change, but cannot predict
where the largest changes in abundance will occur. The
associated emphasis on monitoring range boundaries
to detect expansions or contractions has led to the
discovery of sensitive bioindicators of the impacts of
climate change and has improved our understanding

of the ecological niche, threshold responses to environ-
mental change, the nature of adaptation, speciation
and co-evolution, species interactions, and invasion
dynamics (Parmesan & Yohe, 2003; Holt & Keitt, 2005;
Perry et al., 2005; Wilson et al., 2005). However, the
current importance placed on monitoring range edges
may cause the largest impacts of climate change to go
undetected if tails of low abundance near species’ range
limits combined with linear variation in climate render
relationships between climate and abundance weakest
at the periphery of the range. Because changes in
relative abundance are less frequently monitored by
researchers and less easily perceived by the general
public than changes in species presence or absence,
some of the most dramatic responses to climate change
in the interior of species range are likely being over-
looked.

Achieving good measures of relative abundance
across adequate spatial scales is difficult, in particular
for species that are widely distributed, highly mobile,
and difficult to observe directly. Population ecologists
have overcome these difficulties to generate excellent
abundance estimates for many populations, but due to
research priorities and constraints, have tended to con-
duct these estimates year after year in one or very few
localities. To adequately answer the questions posed by
climate change, we need to add a spatial component to
population—climate research that encompasses the
range of climate variability projected by GCMs. Given
the current paucity of data on how the abundance of
most species varies with spatial climate variability,
progress in this important area of research requires
capitalizing on currently available coarse indices of
abundance, as well as generation of new and better
data on variation in abundance across the range.
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Abstract: Skeptics bave questioned the emplrical evidence that corvidors provide landscape connectivity.
Some also bave suggested dangers of corvidors, We reviewed published studies that empirically addressed
whether corridors enbeance or dininish the population viability of species in babitat patches connected by cor-
ridors. A randomized and replicated expertmental design bas not been used—and we argue is not required—
to mnake inferences about the conservation valite of corridors. Rather, studies can use observational or exper-
fmental analyses of parameters of target populations or movements of individual animals, Two of these ap-
Jproaches bold the greatest promise for progress, especially if the shortcomings of previous stutdies are reme-
died. First, experlinents using demographbic paraneters as dependent varlables—even if unreplicated—can
demonstrate the demographbic effects of particudar corvidors in particidar landscapes. Such studies should
measire demnographic trafls before and after treatinent fn both the treated arvea (corridor created or de-
straoyed) and an untreated area (babitat patches isolated from one another). This approach s superior to ob-
serving the demographic conditions in various landscapes becauise of the tendency for corvidor presence fo be
correlated with other variables, such as patch size, that can confound the analysis. Second, observations of
movements by naturally dispersing animals in fragmented landscapes can demonstrate the conservation
walite of corvidors more convincingly than can controlled experiinents on animal movement. Such field obser-
vations relate divectly to the type of animals (e.g, dispersing juveniles of target species) and the real land-
scapes that are the subject of decisions about corridor preservation. Future observational studites of anitnal
movernenlts should aitempt to detect extra-corridor movements and focits on fragmmentation-sensitive spectes
Jor wbich corvidors are likely to be proposed, Fewer than balf of the 32 studies we reviewed provided persia-
sive data regarding the utility of corridors; other stucies were inconclusive, kirgely due to design flaws. The
cvidence from well-designed studies suggests tbat corridors are valuable conservation tools. Those who woudd
destroy the last remnanis of natural connectivity should bear the burden of proving that corridor destruction
will not barm target populations.

Proveen Conectividad los Corredores de Habitat?

Resumen: Algunos esedpticos ban cuestionado la evidencia empivica de que los corredores proveen conectip-
idad al paisaje. Otros han sugerido los peligyos de los corredores. Revisamos estudios publicados que abord-
aron empiricannente st los corredores fowmentan o disminuyen la viabilidad de poblaciones de especies en
parches de bdbitat coneciados por corredores, A la fecha no se ba Hevado a cabo un diseflo experimental ran-
domizado y con rvéplicas para realizar inferencias sobre el valor de los corresdores en la conservacion—y nos-
otros argiifinos que no es necesario. En cambio, los estudios pueden emplear andlisis observacional o experi-
mental de pardmetros de poblaciones de dnterés o movihmientos individuales de animales. Dos de estas
aproximaciones son muy prometedoras y pueden progresar, especialmente si las limitantes de los estudios
previos son remnediadas, Primero, los experimentos qite usan pardmetros demogidficos como variables de-
pendientes-—aiin si 1io son replicados—pueden demostrar efectos demogrdficos de corredores en paisafes par
ticulares. Estos estudios deberdn iedir caracteristicas demogrdficeas antes y despuds del tratamiento, fanto en
el drea tratada (vorredor creado o destrufdo) como en un drea no tratada (parches de bébitat aislados unos
de otros). Esta aproximacion es superior a observar las condiciones demogrdficas en varios paisajes puesto
que la presencia de un corredor tiende a esiar correlacionada con otras variables, como lo es el tama#dio del
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parche lo que puede confundir el andlisis. Segundo, las observaciones de movimientos de animales que se
desplazan normalinente en paisafes fragmentados puede demostrar el valor de los corredores en la conser-
vacion de manera mas convincente que los experfimentos controlados sobre anifmales en movimienio. Este
tipo de observaciones de campo estin directamente relacionades con el Hpo de andinal (e.g., juveniles de la -es-
pecie de interés dispersandose) y con el tipro de pafsajes que estdn sufetos a las decisiones de preservacion de
corredores. Los estudios observacionales de movimilenios de animales a fuluro deberdn traitar de detectar
movimienios extra-corredores y enfocarse a espectes sensitivas a la fragmentacion y para las cuales los corre-
dores son _factibles a ser propucestos. Menos de la mitad de los 32 estudlos revisados provee datos persuasivos
referentes a la utilidad de los corredores; otros estudios fueron inconclusos, mayormente debido a diseiios de-
Jfectuosos, Las evidencias de estudios bien disefiados sugleren que los corredores son berramientas valiosas de
conservacion. Aguellos que intentan destruir los iiitimos remanentes de conectividad neatural deberian susten-
tarse demostrando que la destruccion de los corredores no afectard a poblaclones de interés.

Introduction

Conservation biologists generally agree that landscape
connectivity enhances population viability for many spe-
cies and that, until recently, most species lived in well-
connected landscapes (Gilpin & Soulé 1986; Noss 1987;
Primack 1993; Noss & Cooperrider 1994; Huater 1996;
Meffe & Carroll 1997). Because urbanization and other
human activities often sever natural connections among
landscapes, many conservationists have advocated the
retention of habitat corridors. In part, this approach has
been justified by theoretical population models (e.g.,
metapopulation models, Gilpin & Hanski 1991). Such
models demoenstrate the utility only of habitat connectiv-
ity, however, which benefits population viability via the
rescue effect (Brown & Kodric-Brown 1977) or other
mechanisms. Conservation value accrues to corridors
only if aniinals in real landscapes use corridors to bring
about connectivity. Simberloff et al. (1992) argued that
such evidence is lacking. Simberloff and Cox (1987), Sim-
berloff et al. (1992), and Hess (1994) also argued that
corridors might promote the spread of diseases, cata-
strophic disturbances (such as wildfires), or exotic spe-
cles into the areas connected by corridors or might
lure animals into areas—including the corridors them-
selves—where they experience high mortality (for a re-
view see Hobbs 1992). A central concern is that funds
spent acquiring corridors of questionable or unproven
value might be better spent acquiring habitat areas for
imperiled species, even if such areas are isolated (Sim-
berloff et al. 1992).

We reviewed ewmpirical papers that appeared relevant
to the question, “Do corridors enhance or diminish the
population viability of target species in the habitat patches
connected by corridors?” Our goals were to make sug-
gestions for future research on these issues and to evalu-
ate scientific evidence that corridors serve as conduits
for movement in a way that justifies their use as a con-
servation tool or that corridors have negative effects on
target species.

Conservation Biology
Volume 12, No. 6, December 1998

Methods

We gathered papers on corridors {excluding modeling
exercises) by searching for the word corridor in titles,
abstracts, and keywords in all 1980-1997 volumes of
Auwk, Biological Comnservation, Corndor, Conservalion
Biology, Ecological Applicalions, Ecology, Journal of
Mammalogy, Journal of Wildlife Management, Wild-
life Society Bulletin, Wilson Budletin, and recent mono-
graphs (e.g., Saunders & Hobbs 1991). We gleaned addi-
tional citations from relevant papers,

We define corridor as a linear habitat, embedded in a
dissimilar matrix, that connects two or more larger
blocks of habitat and that is proposed for conservation
on the grounds that it will enhance or maintain the via-
bility of specific wildlife populations in the habitat blocks.
We define passage as travel via a corridor by individual
animals from one habitat patch to another. Our defini-
tion of corridor explicitly excludes those linear habi-
tats—such as riparian areas in agricultural landscapes—
that support breeding populations of many species but
do not connect larger habitat patches (e.g., Spackman &
Hughes 1993). There are important conservation issues
regarding nonconnective linear habitats, but we re-
stricted our attention to linear patches of land whose
conservation value is to allow passage between more
significant habitat patches.

Nicholls and Margules (1991) and Inglis and Under-
wood (1992) discussed the formidable difficulties in-
volved in designing a randomized and replicated experi-
ment to test whether corridors enhance recolonization
of habitat patches after local extinction, For such an ex-
periment to be realistic, each experimental unit is an en-
tire landscape, and there must be several replicate land-
scapes for each combination of treatments, Furthermore,
we suggest that the species studied must be those that
require connectivity on a landscape scale--fragmenta-
tion-sensitive species such as mammals with large home
ranges—and that each species be studied individually.
These requirements present staggering logistical and fi-
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nancial obstacles. Furthermore, to preclude confound-
ing of corridor effects with other landscape effects, sim-
ple observation of various natural and anthropogenic
landscapes is insufficient; the treatments must be ap-
plied randomly to those landscapes. The two essential
“treatments” of the experiment, however, are creating
and destroying corridors and caunsing local extinctions
so that recolonization can occur. Randomly applying
these treatments to replicate landscapes would be ethi-
cally questionable. Although one might argue that such
an approach may be ethically acceptable for some abun-
dant species, these are not the species for which conser-
vation biologists design corridors, so the results would
he of limited value, '

Sirnilar logistical, financial, and ethical problems would
also bedevil any randomized and replicated experiment
to determine the utility of corridors in enhancing popu-
[ation viability. Thus, it is not surprising we did not find
a single paper that used a randomized and replicated ex-
perimental design and measured cither recolonization
rate or population viability as a dependent variable. Such
a rigorous experiment may be unnecessary (cf. Hurlbert
1984), however. Even the most demanding critics of
corridors concede that any habitat configuration that
promotes immigration among patches will enhance pop-
ulation viability and likelihood of recolonization; the real
issue is whether corridors allow such immigration in
landscapes that would otherwise be fragmented (Sim-
beloff et al, 1992). Thus, a researcher can shed light on the
debate by conducting either experimental or observa-
tional analyses of parameters of target populations or pa-
rameters related to the movement of individual animals.

Parameters of target populations, such as immigration
or individual survival rates, can be compared between
habitat patches connected and unconnected by corri-
dors or between landscapes where corridors are present
or absent. Such studies should attempt to show that
patch occupancy, abundance, colonization rate, immi-
gration rate, disease rates, individual survival rate, fre-
quency or intensity of disturbance, species richness, or
occurrence of deleterious exotics increase or decrease
in the presence of corridors relative to a landscape with-
out corridors. Results can be meaningful only if they in-
clude a comparison to a fandscape without corridors.
Several widely cited papers (most notably MacClintock
et al. 1977) are not helpful because they describe only a
single landscape with corridors,

Because there is general agreement that landscape
connectivity has at least the potential to enhance popu-
lation viahility, a study can simply attempt to show that
animals use corridors in a way that provides such con-
nectivity, Studies of parameters related to the movement
of individual animals should attempt to confirm that ani-
mals (or diseases, disturbances, or exotic species) use
corridors to move from one patch to another often
enough to influence the population viability of the tar-
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get species and that without corridors such movements
would occur too rarely to influence the popuiation.

We categorized each paper by the types of parameters
it measured (population parameters, movements of indi-
vidual animals, or the putative hazards of corridors) and
whether the study used an observational or experimen-
tal approach. We then evaluated how each paper an-
swered our research question of whether corridors en-
hance or diminish the population viability of species in
habitat patches. In fairness, we note that the conserva-
tion value of corridors may not have been the research
question of the investigations we reviewed.

Results and Discussion

Observational Studies Measuring Demographic Parameters

Seven studies (Table 1) measured either demographic
parameters in relation to corridors or claimed to do so—
six on birds and one on kangaroos. Five reported that
corridors were beneficial for birds, one that corridors
were not important for birds, and the seventh that corri-

‘dors were not important for kangaroos. The main prob-

lem with this approach is severe risk of confounding; in
addition, the dependent variable (especially in studies on
birds) often was not closely tied to population viability.

Because each study in this group simply made obser-
vations in landscapes that were not designed to test the
utility of corridors, all such studies risk the confounding
of corridor effects with the effects of other factors that
are highly corvrelated with corridors, For example, habi-
tat patches lacking riparian corridors usually are more
xeric, smaller, and further from large source populations
than patches that abut such corriders. Patches without
corridors may also be closer to homes, farms, cities, and
human-subsidized predators, If patches with corridors
are “petter,” it is difficult to determine whether the ben-
efits are due to corridors or some other factors. Con-
founding is an inherent risk in any observational study
because the treatments {corridors) are not randomly al-
located to the experimental units. In studies for which
randomization and true replication are impossible, inves-
tigators can minimize confounding in three ways. First,
they should carefully select sites with and without corri-
dors which are as similar as possible with respect to
patch size, vegetation, moisture, distance to source pop-
ulations, and proximity to disturbance. Second, they
should forthrightly acknowledge and discuss plausible
types of confounding. Third (and optionally), the investi-
gator can collect ancillary data on movement routes of
individual animals, especially on actual or potential ex-
tra-corridor movements. Such data can suggest whether
observed differences are due to corridors or other fac-
tors correlated with corridors.

Conservation Biclogy
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Table 1. Observational studies that compare paich occupancy, abundance, or other demographic parameters in hahitat patches (or

landscapes) with and without corridors,

Study” Dependent variable

Result

Data on
Treatinent of individual
confounding factors Replication fravel paths

Arnold et al. 1991. Distribution
and abundance of kangaroo in
remnants of native vegetation in
the central wheatbelt of Westen
Australia and the role of native
vegetation along road verges
and fencclines as linkages

Date et al. 1991, Frugivorous
pigeons, stepping stones, anxl
weeds in northern New South

patch occupancy
and abundance

patch occupancy
and abundance

corridors not
important

corridors not
important for 5
spp of pigeons

corridoss, paich size, yes no
and proximity to
next patch all
highly correlated

elevation, corridors, yes no
patch size, and
proximity to next

Wales patch all highly
correlated
Dmowski & Kozakiewicz 1990, nuimbers of forest increased number of factors not discussed, no no

birds visiting
[ittoral zone near

Influence of a shrub corridor on
wmovements of passerine birds to

birds in vicinity of
corridor and in

only one corridor
in the study

a lake littoral zone or away froin a patch with a
corridor” corridor
Dunning et al. 1995, Patch colonization rate increased short-term  sites well matched no no

isolation, corridor effects,
and colonization by a resident
sparrow in a managed pine

colonization rates
m landscape with
corridors

for landscape
configuration and
proximity to source

woodland patch; potential
confounding
factors discussed
at fength
Haas 1995. Dispersal and use of iminigration rate immigration 15 connected and yes no
corridors by birds in wooded (occupancy raics times greater into unconnected pairs
patches on an agricultural not reported) patches connected  were separated by
fandscape by corridors (two similar distances;

wooded creeks);
immigrants did
nest in recipient

no discussion of
patch size, but map
suggests that size

patch and corridors are
: uncorrefated
MacClintock et al. 1977, Evidence  occupancy and single 35-acte parcel no isolated fragpment no no
for the value of corridors and species diversity connected by a was studied
minimization of isolation in short corridor
presesvation of biotic diversity® was similar to
“mainland”
Saunders & de Rebeira 1991. “imumdgration” rate  more “migration” corridors, patch size, yes no

(actvally numbers
of movements
among patches by
handed birds)

Values of corridors to avian
populations in a fragmented
landscape

between patches
connected by
corridors than
hetween isolated

and proximity o
next patch all
highly correlated

patches

T Abbreviated title; see literature cited for complete cflation.

bAlthongh not a demograpbic parameler, ibe inferred “visitation rate” might be correlated with dispersal or immlgration rales, so s study
(which did not assess animal travel in the single corridor) is fncluded bere.
CAltbough this study did not compare the single connected fragment lo any corridoriess fragment, it is widely cited as supporiing the value of

corridors as conditils.

Because of how corridors and other factors are corre-
lated in most fragmented landscapes, confounding is a
less serious problem for studies that find corridors unim-
portant. Of the five studies claiming to show demo-
graphic benefits of corridors, only two (Dunning et al.
1995; Haas 1995) attempted to match the landscapes or
patches with and without corridors with respect to po-
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tentially confounding factors and then discussed such
confounding at some length, Although observational
studies can never completely exorcise themselves of con-
founding, the careful treatment of these issues in these
two papers greatly increased the credibility of the results.

Demographic parameters such as patch occupancy,
abundance, and reproductive success influence the via-
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bility of populations in patches. Many observational
studies, however, measured parameters less closely asso-
ciated with the ability of the habitat patch to support an-
imals. For instance, Haas (1995) reported that American
Robins (Turdus migratorius) making a second nest at-
tempt within a breeding season more often moved be-
tween patches connected by corridors than between un-
connected sites. These data, however, do not suggest
that the isolated patches had fewer robin nests or fewer
second nest attempts than patches connected by corri-
dors. Occupancy rates or nest density would have been
a more direct measure of robin viability in the patches
and probably could have been obtained with little or no
extra field effort. In general, studies using short-term im-
migration rate must be interpreted with caution be-
cause, even if corridors help animals find suitable patches
more rapidly, patches with and without corridors (if oth-
erwise similar in size, vegetation, etc.) may have similar
occupancy rates over the long term. An exception oc-
curs in the case of species specializing in ephemeral
habitat patches, such as the clearcuts used by the Bach-
man’s Sparrows (Aémophila aestivalis) studied by Dun-
ning et al. (1995). Because the clearcuts are suitable for
only 4-7 years after creation, the colonization rate dur-
ing the first 2 years after clearcutting was plausibly
_linked to viability in this case.

Although some bird species are reluctant to cross for-
est gaps (Bierregaard et al. 1992; Lens & Dhondt 1994;
Desrochers & Hannon 1997), patch occupancy for birds
is probably rarely influenced by the presence or lack of
corridors a few hundred meters long. Bellamy et al
(1996) concluded similarly that, for birds, small gaps
(mean 2.4 km, range 0.1-10 km) in forested landscapes
did not “seriousty hinder dispersal and recolonization
opportunities,” and Schmiegelow et al. (1997) found
that 200-m wide clearcut barriers had less impact than
expected on patch occupaney by forest birds. (This lat-
ter interpretation is ours; Schmiegelow et al. felt that
200-m barriers could isolate birds and attributed the
small impact to counteracting factors.)

About half of these studies were unreplicated, consist-
ing of one landscape with corridors and one without
corridors. This fact was reported by the authors, allow-
ing readers to make their own inferences, Although rep-
lication is desirable, it cannot ameliorate the more seri-
ous problem of confounding inherent in observational
studies. As long as authors carcfully address potentially
confounding factors, observational studies can be valu-
able without replication.

Experhnents Measuring Demographic Parameters in
Different Landscapes

We found only four experimental studies that measured
demographic parameters, Three studies (Mansergh &
Scotts 1989; Machtans et al. 1996; Schmiegelow et al.
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1997) destroyed or created corridors in real landscapes
and collected pre- and post-manipulation data on both
manipulated and unmanipulated areas. A third experi-
ment (La Polla & Barrett 1993) measured anim:l abun-
dance in highly artificial 20 X 20-m patches with and with-
out corridors.

Perhaps the most defensible study was by Mansergh
and Scotts (1989), who studied two subpopulations of a
rare species, the mountain pygmy-possum (Burramys
parvus), One subpopulation inhabited an intact land-
scape, whereas the formerly contiguous habitat of the
second subpopulation had been fragmented by a ski de-
velopment and an associated road. The fragmented area
exhibited skewed sex ratios and lower survival rates
than the intact area. After construction of a corridor, the
population structure and survival rates in the ski resort
changed to those observed in the undisturbed area. The
study was not replicated, consisting of a single treated
and a single control landscape. Nonetheless, Stewart-
Qaten et al. (1986) demonstrate that if data are collected
on both treatment and control areas hefore and after ma-
nipulation—as was the case here—investigators can
make strong inferences regarding the effects of a partie-
ular unreplicated perturbation. Thus, although Mansergh
and Scotts (1989) cannot make inferences about the util-
ity of corridors in general, their study amply demon-
strates the benefits of this particular corridor. We
strongly encourage future studies to take the same vein
as Mansergh and Scotts (1989) because, as such well-
designed—albeit unreplicated—studies accumulate, each
documenting local corridor effects, a more general pat-
tern will gradually emerge.

The study of Machtans et al. (1996) similarly collected
pretreatment and post-treatment data on both control
and treatment areas, but it illustrates an important de-
sign limitation. It began with two intact landscapes, and
the treatment consisted of creating a corridor out of for-
merly intact habitat and comparing bird movement rates
across a control (intact) landscape to the landscape with a
corridor. Because the study did not include a landscape
without corridors, it is impossible to infer how readily
birds would move through matrix habitat in the absence
of a corridor (although the observations of Machtans et al.
indicate that when a corridor was available, practically no
forest birds were seen crossing the clearcut). Future ex-
periments should contrast lindscapes containing corri-
dors with fragmented rather than intact landscapes. This
can be achieved by either creating or destroying a corri-
dor between two otherwise distinct patches.

In another experiment on bird response to forest frag-
mentation, Schmiegelow et al. (1997) reported two
small but statistically significant benefits of 100-m wide
riparian corridors: species turnover rate was higher in
totally isolated fragments than in connected patches or
in control areas, and diversity depended on fragment
size only for the totally isolated fragments. This study
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was the most rigorous of the four in that pretreatment
chservations helped control for confounding (all frag-
ments with corridors—but no isolated fragments—were
adjacent to riparian areas) and because power analyses
were used in the design phase to ensure adequate repli-
cation for statistical inference, Schmiegelow et al. (1997
noted, however, that the apparent benefits of corridors
may have been an artifact of results from their smallest
(1-ha) fragments because the effective size of each 1-ha
fragment with corridors was doubled by the adjacent
corridor habitat. Furthermore, the study was limited to
shortterm responses by the temporary nature of frag-
mentatdon (>1.5 m height growth in the first 2 years;
Schmiegelow et al. 1997). This experimental design
would he improved and tmade more relevant to conser-
vation issues by altering it so that the area of habitat in
the corridor has minimal influence on the dependent
variable measured in the smallest habitat patch, by mak-
ing longer-term observations (necessarily involving more-
permanent fragmentation, such as by wrban or agricul-
tural activities), and by use of nonvolant focal species,
The more artificial experiment of La Polla and Barrett
(1993) did not address the utility of corridors as a con-
servation tool. Through seeding they created uniform
but artificial 20 X 20-m habitat patches that were con-
nected or unconnected by 10-m-long corridors. They
found higher numbers of voles in patches connected by
corridors and attributed this difference in abundance to
corridors, Nevertheless, rates of movement through
their putative barricrs (among “isolated” treatments and
even among replicate sites) were comparable to those
via corridors. In any event, the species (vole), cortidor
length (10 m), patch size (20 X 20 m), and matrix habi-
tat (strips maintained in a mowed and tilled condition)
suggest little relevance to real conservation problems
and decisions, We see little prospect for elucidating the
conservation value of corridors from experiments in set-
tings so dissimilar to landscapes of conservation interest.

Observational Studies Measuring Movement of Individual
Animals in Real Landscapes

If proponents and skeptics of corridors can agree on the
value of connectivity in at least some situations, then it
is not necessary to demonstrate the demographic effects
of corridors. Instead, the issue is simply to document
that animals will use corridors in a way that provides
connectivity and that connectivity would be insufficient
without the corridor. We found several studics (¢.g.,
Catteral et al. 1991; Prevett 1991; Desrochers & Hannon
1997 that describe animal movements with respect to
habitat edges, roads, suburbs, and domestic dogs, and
other studies (Garrett & Franklin 1988) that anecdotally
describe animal use of linear habitats. Some of these au-
thors attempted to mfer from these observations how
animals might move through matrix or corridor lands.
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Although these studies can provide valuable understand-
ing of the mechanisms wnderlying the use and avoidance
of corridors and matrix, we excluded such studies as be-
ing too indirect to our question. We similarly excluded
studies (e.g., Forys & Humphrey 1996) that document
dispersal movements between habitat patches in frag-
mented landscapes but do not relate such movements to
habitat corridors,

We considered in detail 17 observational studies (Ta-
ble 2) that documented the presence or movements of
nondisplaced animals (except for Reufenacht & Knight
1995} in landscapes that included corridors. Four of the
17 studies (Table 2, numbers 2, 4, 10, and 11) simply
documented animal presence in corridors or the pres-
euce of individual animals in both habitat patches and
corridors, without addressing the issue of whether ani-
mals made passages via the corridor from one habitat
patch to another. Another six studies (Table 2, numbers
3,5, 6,9, 16, and 17) documented both presence and
residence (i.e., probable breeding individuals) in the
corridor. Of these, Vermeulen (1994) also documented
movement rates, and Downes et al. (1997«) also com-
pared corridor residents to forest-patch residents with
respect to sex ratio, body mass, and reproductive poten-
tial. The occurrence of a resident population in a corri-
dor—especially if residence occurs throughout its entire
length—suggests that such corridors also would facili-
tate passage between patches. Maintaining resident pop-
ulations of animals in wide corridors might be especially
important when the distance between core populations
is long, as is the case with grizzly bears (Ursus arctos
borribilis) in much of the Rocky Mountains (Noss et al.
1996). Although territorial interactions between corri-
dor residents and potential dispersers could inhibit dis-
persal by an individual from an adjacent patch, the corri-
dor would still provide demographic benefits to the
patches if there were modest immigration to and emigra-
tion from the corvidor,

Reufenacht and Knight (1995) used a novel measure
of corridor use—the number of midpoint crossings by
displaced mice-released in the corridor. They did not,
however, report lengths of the corridots (aspen string-
ers), whether the stringers connected to any larger
patches, where mice were released relative to the mid-
points, or mouse travel distances. Hence, valid infer-
ences from this study are limited.

Only 6 of the 17 studies (Table 2, numbers 1, 7, 8, 13,
14, and 15) provided strong evidence for passages by in-
dividual animals via corridors. Although all 6 suggested
that such passages occur often enough to benefit the
populations that interact via the corridor, only Suckling
(1984) and Beier (1995) specifically reported on corri-
dor passages by dispersing juveniles; both of these also
reported the number of corridor transitions and the frac-
tion of dispersers using corridors. Beier (1993, 1995) ex-
plicitly related this to the number of cotridor passages
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Table 2. Observations of animal movements with cespect to potential corridors in landscapes not under control of the investigator.

Type of corvidor use docimented;

Documentation for (lack of)
moveinent through matrix

Stuchy” neasire of use
1. Beier 1995. Dispersal of juvenile cougars in  juvenile dispersal; fraction of dispersers making
fragmented habitat passages” and number of passages per corridor
2. Bennett et al. 1994, Corridor use and the presence; number of captures in fencerows

elements of corridor quality: chipmunks
and fencerows in a farmland mosaic

3. Benneit 1990, Habitat corridors and the presence, residence, and movements between
conservation of small mammals in a patch and cortidor; number of marked animals
fragmented forest environment caught in both patch and corridor

4, Bentley & Catteral 1997. Use of brushland ~ prescnce; number of birds detected in cottidor
corridors and linear remnants by birds in and in intact habitat
southeastern Queensland Australia

5. Downes ct al. 1997a. Use of corridors by presence and residence; relative abundance, sex
mammals in fragmented Australian eucalypt ratio, and body mass in corridor, patches, and
forests matrix

6. Henderson et al. 1985. Patchy environments presence and residence; number of marked

and species survival: chipmunks in an animals caught in both patch and corridor
agricultural mosaic

7. Heuer 1995, Wildlife corridors around passages” via cortidor to other patches; number
developed arcas in Banff National Park of passages per corridor (winter only)

(wolf, [ynx, and cougar; winter only)
8. Johnsingh et al. 1990, Conscrvation status passage” via corridor to other patches; not

of the Chila-Motichur corridor for elephant quantified (implied that passage was frequent)
movement in India
9. Lindenmayer et al. 1993. Presence and presence and residence; abundance of animals in

abundance of arboreal marsupials in wildlife  linear habitats
corridors within logged forest®
10. Lindenmayer ct al. 1994, Patterns of use and  presence; number of detections in cortidor
microhabitat requirements of mountain
brushtail possum in wildlife corridors

11. Mock et al. 1992, Baldwin Otay Ranch presence; number of detections in corridor
wildlife corridor studies (deer, bobcat, and
cougar)

12. Ruefenacht & Knight 1995. Influences of travel across midpoint of corridor (aspen
corridor continuity and width on survival stringers in sagebrish matrix) by displaced
and movement of deermice mouse; number of midpoint crossings

13. Suckling 1984. Population ecology of the juvenile dispersal; fraction of dispersers using

sngar glider in a system of habitat fragments corridor for at least part of dispersal

14. Sutcliffe & Thomas 1996. Open corridors passage” via corridor to other patches; number
appear to facilitate dispersal by ringlet of marked insects caught in both patch and
butterflies betwween woodland clearings corridor

15. Tewes 1994. Habitat conunectivity: passage® via corridor to other patches; not
importance to ocelot management and quantified (implied that passage was frequent)
conservation

16. Vermeulen 1994. Corridor function of a residence and movement; numbers of recaptures
road verge for dispersal of stenotopic at various distances
heathland ground beetles (nonvolant)

17. Wegner & Merriam 1979, Movements by presence and residence; number of marked
birds and small mammals between a wood animals caught in both patch and corridor

and adjoining farmland habitats

radio-tagged animals never
crossed urban matrix
not addressed

not addressed, but deemed
improbable

not addressed

nine native specics did not use
matrix (pasture), based on
same sampling procedure
used for corridor and patch

not addressed; somc animals
moved via matrix

deep snows and cliffs probably
preclude movement outside
of corridors

not addressed

not addressed

not addressed

not addressed; urban manix
likely impenetrable to
bobcat and cougar

not addressed

at teast 5 of 15 dispersals
involved extra-corridor
movement

indirect evidence suggests that
less than 2% of movement
occurs outside corridors

not addressed

apparently no movement via
matrix, using same
procedures as in corridor

not addressed; some animals
necessarily moved via matrix

4 Abbrevicated Htle; see literature cited for complete cltation; focal species listed [f not in the title.

b4 passage is when an animal enters a corridor from a babitat patch and travels to a babital patch at other end of the corridor.
“Ihis study focused on the value of linear strips as habitat, ot as conduits for movement, bul It has been cited as supporting the valwe of corri-

dors as conduils.

needed to enhance population viability. The greatest de- 1984; Henderson et al. 1985), such extra-corridor move-
ficiency in such studies is that few attempted to docu- ments clearly occurred, but the potential for such move-
ment movements between patches via matrix land. In ments to connect habitat patches was not discussed or
several studies (e.g., Wegner & Merriam 1979; Suckling explicitly compared to corridor movements. Although
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several studies argued that extra-corridor movements
were unlikely due to habitat unsuitability, only Beier
(1995) documented this. Based on 181 overnight track-
ing sessions, Beier showed that the urban matrix land in
his study was impermcable to the interpatch move-
ments of cougars (Pumea concolor).

Seven studies (Table 2, numbers 2, 4, 8, 9, 10, 12, and
15) did not attempt to document or even discuss the
possibility of movements through a supposedly “hostile
matrix.” Other studies explicitly acknowledged the pos-
sibility of such movements but did not discuss the impli-
cations for population viability. For instance, Sutcliffe
and Thomas (1996) showed that marked butterflies
moved more often among habitat patches connected by
corridors than among unconnected patches, and they
presented indirect evidence that about 98% of move-
ments are via these corridors. Nonetheless, might the 2%
of butterfly movements through hostile habitat be suffi-
clent to ensure the survival of isolated populations? And, if
there were no corridors, might not some of the 98% find
extra-corridor routes? Finally, several of the studies docu-
mented the movements of eastern chipmunks (Tamias
striatis; Wegner & Merriam 1979; Henderson et al. 1985;
Bennett et al. 1994) or other species that are unlikely to
be the focus for corridor design-—or even reasonable sur-
rogates for species that are the focus—because they are
relatively adaptable to anthropogeric habitats and toler-
ant of fragmentation.

Despite the shortcomings of many of these observa-
tional studies, the preponderance of evidence is that
corridors almost certainly facilitate travel by many spe-
cies. In the future this line of investigation can provide
strong evidence for the utility of corridors. These studies
should be improved in two ways. First, strong effort
should be put into documenting actual travel paths,
with equal emphasis on documenting both intra- and ex-
tra-corridor movement between patches, If extra-corri-
dor movements do occur, their frequency relative to
passages via corridors should be described quantita-
tively, and the implications for population viability should
be discussed explicitly. Second, study species should be
those most relevant to the design and implementation of
corridors on real landscapes, Generally speaking, these
are species that are area-dependent or fragmentation-
sensitive, because they ecither have limited mobility or
suffer high mortality moving between patches of suit-
able habitat,

Although lack of randomization—with its attendant
potential for confounding—was a major drawback for
observational studies of demographic parameters, this is
not a serious issue in observational stucies of animal
movements because the experimental units are either in-
dividual animals or individual corridors. It is difficult to
imagine that the selection of a travel path through a cor-
ridor or matrix would be correlated with an extrancous
and potentially confounding factor.,
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Experiments on Movements of Endividual Animals

We found four studies in which movements of individ-
ual animals were measured in landscapes under experi-
mental control (Table 3), For several reasons, the results
of these experiments have little or no relevance to the
conservation value of corridors. First, the voles, fruit
flies, mice, and szlamanders in these experiments are
neither the sort of species for which corridots are de-
signed nor are they appropriate surrogates for such spe-
cies. Second, ali four studies used displaced animals as
“simulated dispersers,” usually by releasing them either
directly into a corridor or into minuscule “patches” (3 X
3-m patch in Rosenberg 1994; a half-pint bottle in For-
ney & Gilpin 1989). These displaced animals and the en-
vironments in which they are released are at best poor
indicators of how real dispersers would behave. The arti-
ficial corridors available to the animals have scant resem-
blance to the real landscapes across which anitnals must
disperse. Finally, the lengths of corridors studied were 1
mm (Forney & Gilpin 1989), 40 m (Rosenberg 1994),
and 300 m (Andreassen et al. 1996), and unstated (but
clearly several hundred meters; Merriam & Lenoue
1990). Only Andreassen et al. (1996) explicitly com-
pared the corridor length to the home-range diameter of
the focal species (30 m), thus making the case that this
distance may be relevant to dispersal movements.

We arc skeptical of the arguments for “experimental
model systems” (Iins et al. 1993; Wolff et al. 1997), espe-
cially when the results of studies are likely to be inter-
preted as lessons for conservation and land-use planning.
In particular, experiments in highly controlled landscapes
do not yield meaningful inferences about the conserva-
tion value of corridors in real landscapes. Nevertheless, el-
ements of these experiments could be included in obser-
vational studies. For instance, Andreassen et al. (1996)
found that movement was not inhibited by simulated
competitors (caged voles) and predators (fox scats) in
the corridors. Such treatments could be applied in real
landscapes as well, either with true replication or in a
before-after-control-impact-pair design (Stewart-Oaten et
al, 1986), to yield valuable suggestions about the utility of
corridors.

Studies Relevant to Negative Impacts of Corridors

Several authors have speculated on the negative impacts
and other disadvantages of corridors (Noss 1987; Sim-
berloff & Cox 1987; Simberloff et al. 1992; Hess 1994).
We found ouly three studies with relevant results. Downes
et al. (19978) conducted the only study explicity de-
signed to examine this issue: they found that exotic
black rats (Reatfis ratius) were abundant in corridors
and that their abundance might affect the utility of the
corridor for the native bush rat (Rattus fiuscipes). The
authors noted that black rats were matrix residents and
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Table 3. Observations of animal movements with respect to potential corridors in landscapes under the experimental controi

of the investigator.

Type of corvidor use docitmented;
measure of use

Stuedy?

Documentation for (lack of}
movenent through matrix

Andreassen ct al. 1996. Opiimal width of
movement corridors for root voles

optimal width travel through 300-m-long artificial
corridor by displaced voles; maximuin distance,

not addressed

speed, and number of complete corridor transits

Forney & Gilpin 1989. Spatial structure and
population extinction: a study with
Drosophila

Merriam & Lenoue 1990. Corridor use by
small mammals: field measurements for
three types of Peromyscus leucopus

transits via pinholes allowing movement between
half-pint plastic bottles (“patches”); not
quantified (flies not individually marked)

presence in fencerow corridors by displaced
radio-tagged mice released in farm fencerows;
percentage of time traveling for 48 h, and total

not addresscd (1o matrix
available)®

not addressed; no corridorless
landscape studied

distance traveled in 48 h

Rosenberg 1994. Efficacy of biologica
corridors (for immigration movements by
salamander)

travel through 40-m-long artificial corridor by
dispiaced salamanders (released into 3 X 3-m
patch); number of complete corridor transits

a5 many passages via matrix as
via corridor

T Abbreviated title; see lfterature cited for complete cilation.

SThus, this study demonstrated only that connectivity—not necessarily via corvidors—enbarnces poprtfation Dbersistence.

did not use the corridors for inter-patch movement and
that the bush rat would have essentially no prospect for
inter-patch dispersal in the absence of corridors. Stoner
(1996) found that mantled howling monkeys (dlouatia
palliata) confined to linear habitats did have higher par-
asite loads than monkeys in large habitat blocks. The
“corridor” site, however, was an area where the linear
habitat was the only suitable habitat available, and
Stoner wisely avoided making any inferences about the
risks of movement corridors. Seabrook and Dettmann
(1996) documented that exotic and poisonous cane
toads (Bufo marinus) were more dense on “corridors”
(roads and vehicle tracks) and probably used them to
disperse, The corridors in this study (dirt roads) are cer-
tainly not the sort of wildlife movement routes that con-
servationists are trying to create, It has been widely ob-
served that many pest species, including exotics and
pathogens, disperse along disturbed habitats such as
roads and roadsides (Noss & Cooperrider 1994). Further-
more, as was the case for most studies in Table 2,
Seabrook and Dettmann (1996) provided no evidence of
how fast the toad might spread through the matrix
lands, In this regard, Bennett (1990} found that the ex-
otic rodents in his study area were least influenced by
lack of connectivity, being more abundant than the six
native species in the smallest and most isolated patches.
Hence, empirical evidence of negative impacts from cor-
ridors designed or preserved for conservation purposes
has not yet emerged.

Conclusions

Generalizations about the biological value of corridors
will remain elusive because of the species-specific na-
ture of the probtem. Indeed, there is no general answer
to the question “Do corridors provide connectivity?”

The question only makes sense in terms of a particular
focal species and landscape. Nonetheless, we conclude
that evidence from well-designed studies generally sup-
ports the utility of corridors as a conservation tool. Al-
most all studies on corridors suggest that they provide
benefits to or are used by animals in real landscapes. Be-
cause most studies suffer from design limitations, only
about 12 shudies allow meaningful inferences of conserva-
tion value, 10 of which offer persuasive evidence that
corridors provide sufficient connectivity to improve the
viability of populations in habitats connected by corri-
dors. No study has yet demonstrated negative impacts
from conservation cortidors. We are encouraged that
the number and rigor of studies on these issues are in-
creasing.

In comparing the approaches considered in this pa-
per—experimental or observational analyses of target
populations or individual animals—we suggest that pro-
gress will most rapidly proceed with one or both of two
approaches. First, experiments using demographic pa-
rameters as dependent variables—even if unreplicared—
can demonstrate the demographic effects of particular
corridors in particular fandscapes. Such studies should
measure demographic traits before and after treatment
in both the treated area (where a corridor was created
or destroyed) and an untreated area (where habitat
patches apparently are isolated from each other). Sec-
ond, observations of movements by naturally dispersing
animals in already fragmented landscapes can demon-
strate the conservation value of corridors if efforts are
made to document actual travel routes in both corridors
and matrix land. Because corridor presence tends to be
correlated and confounded with other variables, such as
patch size and presence of riparian habitat, observations
of demographic conditions in various landscapes is prob-
lematic, but careful selection of sites can reduce this
risk.
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We were surprised that most studies using birds as a
focal species involved corridors and barriers that were
small relative to their movement ability. We suspect that
birds were selected at least in part because they are rela-
tively easy to census, and we recognize that landscape
scale is often beyond the controf of the investigator. We
urge greater attention to species with limited mobility
and low population density, and, whenever possible, we
urge observation on landscape scales relevant both to
the focal species and to real conservation decisions.

The two approaches we advocate also can be used to
evaluate proposed alternatives to corridors, such as “step-
ping stones” or managing “the entire landscape. . .as a
matrix supporting the entire biotic community” (Sim-
berloff et al. 1992). Controlled and replicated experi-
ments on animal movement in artificial corridors have
scant utility because they have little relevance to the
kinds of landscapes and species for which decisions on
conservation corridors will be made. Extrapolation across
dissimilar specics and spatial scales is generally unfounded.
On the other hand, greatly lacking in the literature are
studies of the community- or ecosystem-level effects of
corridors. For example, rigorous studies of the effects of
corridors on disturbance risk and spread, exotic species
invasions, predation rates, and species richness or com-
position are absent.

Corridor skeptics have objected to the financial cost
of corridors (Simberloff & Cox 1987; Simberloff et al.
1992). Because conservation funds are limited, each
project should be considered carefully in terms of costs
and benefits, including the alternative uses for the dol-
lars that might be spent on corridots. There are certainly
cases in which conservation dollars would be better
spent acquiring high-quality but isolated patches of habi-
tat for imperiled species, rather than acquiring corridors
of dubious value. Many conservation projects are expen-
sive, however, so this criticism has rio unique relevance
to corridor projects, which can be far cheaper than
some alternatives. Furthermore, the more costly corri-
dors are expensive precisely because they occur near
large and growing human populations; the additional
cost should be considered in light of proximity of the
benefits—semblances of intact ecosystems, recreation—
to those who uitimately pay for them. ]

Skeptics have correctly pointed out that the scientific
evidence in support of corridors as a conservation ool
has been weak. Developers and other opponents of con-
servation, however, frequently misrepresent this healthy
spirit of inquiry and scientific self-criticism as a “dis-
agreement among the experts.” Thus, they are able to
persuade planning agencies that habitat loss and frag-
mentation should proceed unhindered and that conser-
vationists must bear the burden of proof for preserving
each remaining corridor. Qur review has shown that evi-
dence from well-designed studies supports the utility of
corridors as a conservation tool. All else being equal, and

Conservation Hology
Volume 12, No. 6, December 1998

Beier & Noss

in the absence of complete information, it is safe to as-
sume that a connected landscape is preferable to a frag-
mented landscape. Natural landscapes are generally more
connected than landscapes altered by humans, and cor-
ridors are essentially a strategy to retain or enhance
some of this natural connectivity (Noss 1987). There-
fore, those who would destroy the last remnants of natu-
ral connectivity should bear the burden of proving that
corridor destruction will not harm target populations.
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Landscape connectivity: A conservation
application of graph theory

A. G. Bunn'", D. L. Urban® and T. H. Keitt¥

We use focal-species analysis to apply a graph-iheoretic approach to landscape connectivity in the Coastal
Plain of North Carolina. In doing so we demonstrate the utility of a mathematical graph as an ecological
consiruct with respect fo habitat connectivity. Graph theory is a welf established mainstay of information
technology and is concerned with highly efficient network flow. It employs fast algorithms and compact
data structures that are easily adapted to landscape-level focal species analysis. American mink (Mustela
vison) and prothonotary warblers (Protonotatia citrea) share the same habitat but have different dispersal
capabilities, and therefore provide interesting comparisons on connections in the landscape. We built graphs
using GIS coverages to define habitat patches and determined the functional distance between the patches
with Jeast-cost path modeling. Using graph operations concerned with edge and node removal we found
that the landscape is fundamenially connected for mink and fundamentally unconnected for prothonotary
warblers. The advantage of a graph-theoretic approach over other modeling techniques is that it is a heuristic
framework which can be applied with very little data and improved from the initial resuits. We demonstrate the
use of graph theory in a metapopulation context, and suggest that graph theory as applied to conservation

biology can provide leverage on applications concemned with landscape connectivity.
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Keywords: landscape ecology, graph theory, connectivity, modeling, metapopulations, focal
species, American mink, Mustela vison, prothonotary warblers, Protonotaria citrea.

Introduction

The current trend in ecological research and
land management is to focus on large biogeo-
graphic areas, which leaves the researcher
and manager searching for landscape-scale
data (Christensen et al., 1996; Noss, 1996).
Indeed, the interpretation of large spatial
data, conceptually and technologically, can
be the limiting factor in making conservation
biology and ecosystem management a tan-
gible goal. Because the internal heterogene-
ity of landscapes makes habitat-conservation
planning a.formidable challenge, modeling
the spatial aspects of landscapes is a crit-
ical key to understanding. Until now, the
varied approaches to building these mod-
els have focused primarily on two types of
spatial data, coverages of vectors (polygons)
or raster grids. We demonstrate the utility
of a less familiar type of lattice, the graph
(Harary, 1969), in determining landscape
connectivity using focal-species analysis in

0301-4797/00/080265+ 14 $35.00/0

an island model. A graph represents a binary
landscape of habitat and non-habitat, where
patches are described as nodes and the con-
nections between them as edges.

Graph theory is a widely applied frame-
work in geography, information technol-
ogy and computer science. It is primarily
concerned with maximally efficient flow
or connectivity in networks (Gross and
Yellen, 1999). To this end, graph-theoretic
approaches can provide powerful leverage
on ecological processes concerned with con-
nectivity as defined by dispersal. In partic-

ular, graph theory has great potential for

use in applications in a metapopulation con-
text. Urban and Keitt (2000} have introdnced
landscape-level graph-theory to ecologists,
and here we build on that work by exam-
ining habitat connectivity for two species
that share the same habitat but have dif-
ferent dispersal capabilities. Specifically, we
ask how American mink (Mustela vison) and
prothonotary warblers (Protonotaria citrea)
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perceive the same landscape. We explore the
sensitivity of landscape connectivity through
graph operations concerned with edge defini-
tion. We also examine each habitat pateh’s
role in maintaining landscape connectiv-
ity in terms of source strength (Pnlliam,
1988) and long-distance traversability (den
Boer, 1968; Levins, 1969) using graph oper-
ations concerned with node removal. This
type of analysis is done very efficiently
with graph theory. We also present an
ecologically appealing way to calculate the
funectional distance between habitat patches
using least-cost path modeling. Graph the-
ory as applied to landscapes represents an
important advance in spatially explicit miod-
eling techniques because it is an additive
framework: analysis of a simple, preliminary
graph can prioritize further data collection to
improve the graph model.

Study area and methods

Study area

QOur study focuses on the Alligator River
National Wildlife Refuge (NWR) and sur-
rounding counties on the Coastal Plain of
North Carolina (35°50'N; 75°55'W). It is a
riverine and estuarine ecosystem with an
area of almost 580000ha and over 1400km
of shoreline. The area is rich in wildlife habi-
tat, dominated by the Alligator River NWR,
the Pocosin Lakes NWR, Lake Mattamus-
keet NWR, Swanquarter NWR, and a variety
of other federal, state, and private wildlands
(Figure 1).

The vegetation is characterized by the
Southern Mixed Hardwoods forest commu-
nity. The area has many diverse vegetation
types, including fresh water swamps, pine
woods and coastal vegetation. In the upland
community, dominant species include many
types of oak (Quercus spp.), American Beech
(Fagus grandifoliz), and evergreen magno-
lia (Magnolia grandiflore). Mature stands
may have five to nine codominants. The
wet lowlands are dominated by bald cypress
(Taxomodium distichum). The pine woods
are dominated by longleaf pine (Pinus palus-
tris), but loblolly pine (P. taeda) and slash
pine (P. elliottii) are also important (Vankat,
1979).

Focal species

Because connectivity occurs at multiple
scales and multiple functional levels (Noss,
1991), we have chosen two focal species to
apply a graph-theoretic approach to connec-
tivity. Focal species analysis is an essential
tool for examining connectivity in a real
landscape, as individual species have differ-
ent spatial perceptions (O’Neill ef af., 1988).
The American mink and the prothonotary
warbler are appropriate candidates for focal
gpecies analysis as they share very similar
habitat but have different ecological require-
ments, and fall into different categories as
focal species. Both species are wetland depen-
dent and indicators of wetland quality and
abundance in a landscape. Both are charis-
matic. Furthermore, as meso-predators mink
have gmall but important roles as a keystone
species (Miller ef al., 1998/1999).

American mink are meso-level, semi-
aquatic carnivores that occur in riverine,
lacustrine and palustrine environments
(Gerell, 1970). In chief, they are nocturnal
and their behavior largely depends on prey
availability. They have a great deal of vari-
ation in their diet according to habitat type,
season and prey availability (Dunstone and
Birks, 1987). Muskrats (Odantra zibethicus)
are a preferred prey item (Hamilton, 1940;
Wilson, 1954), but mink diets in North Car-
olina are composed of aquatic and terrestrial
animals, as well as semiaquatic elements
(e.g. waterfowl; Wilson, 1954). In the south-
east they have home ranges on the order of
1ha and a dispersal range of roughly 25km
(Nowak, 1999).

Prothonotary warblers are neotropical mig-
rants that breed in flooded or swampy mature
woodlands. They have two very unusnal
traits in common with wood warblers in that
they are cavity nesters and prefer nest sites
over water. They are forest interior birds
that experience heavy to severe parasitism
by brown-headed cowbirds (Molothrus ater);
(Petit, 1999). They are primarily insectivo-
rous, occasionally feeding on fruits or seed
(Curson ef al., 1994). Preliminary data indi-
cate that natal dispersal ranges from less
than 1km to greater than 12 km (Petit, 1999).
Although this is formulated from a small
gample, it is on the same order as other song
bird dispersal (e.g. Nice, 1933; Sutherland
et al., 2000). Here, we posit warbler dispersal
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Figure 1. Study area in North Garolina with major roads and streams shown along with bottomland
hardwoad forest {focal species habitat) identified using GIS analysis. :

to be 5 km and return to the uncertainty of
this statement later.

Geospatial data

To our knowledge there are no current
data on the spatial distribution of the focal
species in our study area. The decline in
trapping of the mink has perversely led to a
decline in good biological information on the
species. We are unaware of any work done
with mink in the study area since Wilson’s
(1954) study. The Breeding Bird Survey
indicates that this study area contains one
of the highest concentrations of prothonotary

warblers in the Southeast (Price et al., 1995).
Finer scale spatial information is not readily
available.

Mink and prothonotary warblers are habi-
tat specialists that use the same habitat.
To identify habitat patches in the land-
scape we combined data from the US Fish
and Wildlife Service’s National Wetlands
Inventory (http:/wetlands.fws.gov) and a
1996 land-use coverage from the National
Center for Geographic Information and Anal-
ysis (http://www negia.ucsb.edu). Both were
derived from Landsat 7 Thematic Map-
per imagery with 30-m cells. Cells that
were defined as being bottomland hardwood
swamp or oak gum cypress swamp, aud
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riverine, lacustrine, or palustrine forested
wetland were selected as habitat. These cells
were then aggregated into regions using
an eight-neighbor rule, and the interven-
ing matrix was described as non-habitat. We
also used zonal averaging techniques in an
attempt to account for functional scaling in
the habitat and found that the patch defini-
tion was robust. Transportation and hydrog-
raphy digital line graphs were obtained
for the study area from the US Geologi-
cal Survey (http:/www.usgs.gov) at 1:100 000
resolution.

Graph theory

Urban and Keitt (2000) give a general
description of ecological applications of graph
theory and readers should refer to any num-
ber of excellent texts on graphs as a primer
{e.g. Gross and Yellen, 1999). However, this
section describes the graph operations and
definitions used in this study. While there are
numerous excellent texts on the formalisms
of graph theory (e.g. Gross and Yellen, 1999),
the following largely conforms to Harary’s
(1969) classic text. A graph G is a set of nodes
or vertices V(G) and edges E(G) such that
each edge e;=vjv; connects nodes v; and v;.
A path in a graph is a unigque gequence of
nodes. The distance of a path from v to vy is
measured by the length of the unique set of
edges implicitly defined by the path. A path
is closed if ny=vy. Three or more nodes in a
closed path is called a cycle. A path with no
cycles is a tree. A tree that includes all the
vertices in the graph is a spanning tree. The
minimum spanning tree is the spanning tree
in the graph with the shortest total length.
The minimum spanning tree in effect repre-
sents the parsimoniously connected backbone
of the graph.

A graph is connected il a path exists
between each pair of nodes. An unconnected
graph may include several connected com-
ponents or subgraphs. A graph’s diameter,
d((®), is the longest path between any two
nodes in the graph, where the path length
between those nodes is itself the shortest pos-
sible length. If nodes i and j are not adjacent,
then the shortest path between them cannot
be the distance between them but must use
stepping-stones. Here, we use graph diam-
eter (or diameter of the largest component)

as an index to overall traversability of the
habitat mosaic.

A graph is defined by two data structures:
one that describes its nodes and one that
describes its edges. We defined the nodes
(habitat patches) by their spatial centroid
and size (x,v,s). We defined the edges by a
distance matrix D whose elements d;; are the
functional distances between patches i and j.
For n patches D is n by n but because dy=d;i
and di=d;;=0, it is sufficient to compute the
lower triangle of the matrix.

Although the spatial array of nodes is sim-
ple to produce from a GIS, the other matrices
are not as easy to define. Distance between
patches can be measured in several differ-
ent ways: edge to edge, centroid to centroid,
centroid to edge, etc. However, measuring
these as Euclidean distance makes little
sense when the variance in mortality cost
associated with traversal of the intervening
habitats is large, and cost associated with
traversal of the intervening habitats is large
and spatially heterogeneous. Few organisms
or even ecosystem processes, such as ground-
water movement or wildfire spread, move in
this way. To differing extents they are all
constrained by the landscape. Good multi-
dimensional models exist to predict some
ecosystem processes (e.g. pollution plumes;
Bear and Verruit, 1987) but not others. Spa-
tially explicit models that simulate the dis-
persal of animals have been explored in some
depth but the process. is still poorly under-

‘gtood (Gaines and Bertness, 1993). Most are

complex parametric models which are data-
hungry. They require specific information
and are hard to parameterize (Gustafson and
Gardner, 1996).

For this reason, we have computed D not as
Euclidean distances but as a series of least-
cost paths on a cost surface appropriate to
the organisms in question. These paths are
designed to approximate the actual distance
the foeal species (or any other landscape
agent, e.g. fire) covers moving from one patch
to the next. For instance, in this riverine
ecosystem, the path a mink might take from
one side of a river delta to the other would
likely involve traversing the shore for 10 km
under cover, rather than a 5-km swim across
open water, This allows the animal to use
stepping-stones of other habitat (low cost)
along the way rather than set off into an
unknown habitat matrix (high cost). The




least-cost modeling combines habitat quality
and Euclidean distance in determining dy;.
Cost was defined in 90-m cells (aggre-
gated up from 30-m cells to improve pro-
cessing time) by a surface comprised of x,
y and z, where z was a uniform impedance
that represented the cost of moving through
that cell, ie. its resistance to dispersal.
Weights were approximated, based on per-
ceived traversability. Cells corresponding to
areas of habitat were given a weight of 0-5, all
other forest types were given a weight of one.
Cells classified as riverine/estuarine herba-
ceons were given a weight of two. Shrubland
was given a weight of three. Sparsely vege-
tated cells (cultivated, managed herbaceous)
were given a weight of four. Areas of devel-
opment and large water bodies were given
a weight of five. Streams were defined with a
weight of one. We used grid functions inside
a macro in ArcInfo 7.2.1 (ESRI, 1998) to iter-
atively loop through the array of patches and
compnte dj for each unique pair of nodes in
the array. The macro uses area-weighted dis-
tance functions to calculate least-cost paths.
These functions are similar to Euclidean dis-
tance functions, but instead of working in
geographical units they work in cost units.
We explored alternative methods for con-

structing D, including Euclidean distance

and resistance-weighted distance between
nodes. We found that the topology of the
graph is robnst and not sensitive to the
difference between least-cost path distance
and Euclidean distance except at the scale of
large obstacles in the landscape. For instance,
least-cost paths in our model did not cross the
5-km mouth of the Alligator river when mov-
ing from the eastern side of the study area but
chose a route through habitat instead. In this
case Euclidean distance and least-cost path
distance were quite different. The least-cost
path technique is useful to land managers as
the surface can be parameterized based on
best available data. Thus, the surface can be
tailored to features in the landscape for which
the manager has knowledge. The surface can
be refined as data becomes available, e.g. in
the form of radio tracking.

Gustafson and Gardner (1996) found that
digpersal routes are difficult to predict in even
glightly heterogeneous landscapes. We have
kept that in mind by building a simple cost
surface that avoids committing the animals
to movement patterns that are not readily
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possible to predict at 90-m resolution. We are
not suggesting that the organisms modeled
move purely according to least-cost paths. We
use the framework because the distance of the
least-cost path is a better approximation of
the actual distance covered than a straight
line between patches. Qur goal has been to
get a better estimate of distance traveled
using least-cost and not to predict corridors.
This modeling technique can be applied in
a GIS, with limited spatial data, making it
accessible to land managers and conservation
practitioners. Despite these advantages, cost-
surface analysis has been only occasionally
used by ecologists (Krist and Brown, 1994;
Walker and Craighead, 1997), bnt widely
used in computer science which is concerned
with optimal route planning (e.g. McGeoch,
1995; Bander and White, 1998). This type of
analysis is also common in applications of
artificial intelligence (e.g. Xia et al., 1997).

To focus on scaling between the two focal
species we chose to explicitly incorporate only
patches greater than 100 ha in our analyses,
as prothonotary warblers are not likely to
pergist in forest patches less than 100ha
(Petit, 1999). Using habitat patches greater
than 100ha results in 83 patches, roughly
83% of the 53392ha of possible habitat.
Because all habitat patches, regardless of
size, are given the lowest value on the cost
surface, they are implicitly included in all
analyses in that the species can traverse
them easily as stepping-stones, accruing
minimal cost.

We further defined edges by a dispersal
probability matrix P that expresses the
probability that an individual in patch  will
disperse at least the distance between patch
i and j. We computed the elements of P as
negative exponential decay:

pij=—e®4id (1)

where 8 is an extinction coefficient greater
than 0, This way dispersal funetions can be
indexed by noting the tail distance corre-
sponding to P=0.05 is — In(0-05)-0-. The tail
distance for mink and prothonotary warbler
are indexed as 25km and 5 km, respectively.
The tail distance is the distance to a selected
point on the {lat tail of the dispersal-distance
function. Other curves are possible and Clark
et al. (1999) provide a discussion of alternate
dispersal kernels.
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The graphs are described most succinetly
by an adjacency matrix A in which a;=1 if
nodes i and j are connected and 0 if not. We
set ay=1 if dj <25 km for mink and dj<bkm
for prothonotary warbler.

We can also define the graph’s edges in
terms of dispersal fluxes. Combining P and s
allows us to compute dispersal flux from i to j:

fy=—m-pl (@)

Stot

where s; is relativized as the proportion of
the total habitat area sy in i and pgj is py
normalized by the row sum of i in P, Because
dispersal flux is asymmetrical (f;j#fj) when
si#s; we average the directions between
nodes to give area-weighted dispersal flux

wij:
futfi )

wijzwjizl_(” (3)

2

Subtracting from 1 allows the flux value
to have the smaller fluxes at greater dis-
tances. The area-weighted dispersal flux
matrix allows us to compute a version of a
minimum spanning tree with more dispersal
biclogy incorporated.

Graph operations

With graph construction complete we per-
formed two types of graph operations relat-
ing to connectivity: edge thresholding and
node removal. Edge thresholding allows us
to determine connectivity for mink and
prothonotary warblers based on their tail
dispersal distances. It also allows us to
gauge the importance of variation of the
tail distance. We removed edges from the
graph iteratively with a edge distauce
thresholded at 100m to 50000m in 100m
increments. At each iteration the num-
ber of graph components, the number of
nodes in the largest component and the
diameter of the largest component were
recorded.

Node removal is a way to examine the
relative importance of habitat area and
connectivity in the landscape. We used node
removal to tell us about the dynamics of
the entire landscape under different habitat-
loss scenarios. Nodes were removed from the
graph iteratively. We began with the entire
graph and removed nodes randomly (with

100 repetitions), by minimum area, and by
endnodes with the smallest area (Urban and
Keitt, 2000). An endnode in a graph is a leafl
in the spanning tree (here based on area-
weighted flux) that is adjacent to only one
other node. All edges incident to the removed
node were also removed. At each iteration of
the removal process the graph was analyzed
to determine the importance of the patch
to the graph’s area-weighted dispersal flux
(I), and traversability (T). Area-weighted
dispersal flux was indexed as:

it Hh

F:Z Zpijsi 4)

i i

where s; is the size of node { and py is from
Equation (1) above.

Traversability was indexed as the diameter
of the largest component in the graph formed
by the removal of the node:

T=d(G") )

where (¢ is the largest component of G. We
use ¥ as an index of a patch’s source strength,
after Pulliam (1988). We use T in the sense of
spreading-of-risk or rescue from catastrophe,
after den Boer (1968) and Levins (1969),

Finally, we determined the importance of
individual nodes to the entire landscape by
assessing their individual contribution to
area-weighted dispersal and traversability
in the graph by computing F' and T for
the entire landscape, and then recomputing
each with a single node removed from the
graph. That node’s impact is the difference
between the intact metric and the metric
that its removal elicited. Furthermore, we
sought to determine the landscape’s overall
sensitivity to scale by repeating this process
with edge definition thresholds from 2.5 km
to 25km, increasing in 2-5-km increments.
We assessed the robustness of the patches’
sensitivity rankings on F and T with Spear-
man’s rank correlation, usging the middle
edge distance of 12-5km to as the reference
case.

Results

The mean distance between patches in the
83 % 83 matrix ig 62.7 km, The study area and
habitat patches are illustrated in Figure 1.
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Edge thresholding

The graph begins to disconnect and frag-
ment into subgraphs at a 19km edge dis-
tance, and quickly fragments into numerous
components containing only a few nodes
(Figure 2). The diameter of the largest
component increases quickly with threshold
distance, peaking at 20km and decliniug
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Landscape connectivity

slightly at greater thresholding distances
(Figure 3). The edges are drawn as straight
lines between patch centroids with 5, 10, 15
and 20 km thresholding distances in Figure 4,
even though the actual paths are computed
by least-cost aud are circuitous.

The distinct threshold at a 19-km func-
tional edge distance (Figures 2-4) implies
that the landscape as it stands now is per-
ceived as being connected for species with
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Figure 4. Diameter of the largest component
remaining in the graph with increasing thresholding
distance.

Figure 3. All graphs edges with increasing thresholded distances from 5 to 20 km.
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Figure 5. Minimum spanning tree for mink and prothonotary warbler based on distance.

a dispersal range of at least 20km, and
unconnected for species with a dispersal
range of less than 20km. Using this edge-
thresholding scenario, and the language of
percolation theory, the landscape percolates
for mink but not for prothonotary warblers
{(Gardner et al., 1987, 1992). Another way to
envision this landscape is that prothonotary
warblers may have a tendency to act as many
discrete populations, while the robust con-
nectivity of the landscape indicates that mink
will act as one patchy population (Harrison,
1994).

For organisms with a 5-km dispersal dis-
tance, like the prothonotary warbler, the
landscape graph divides into subgraphs. The
implications from edge-thresholding opera-
tions are that some portions of the landscape
have natnral units to partition for manage-
ment. Edge thresholding also indicates nodes
that are easily isolated. This can serve as an
early blueprint for decisions regarding habi-
tat acquisition or enhancenent. For instance,
this analysis indicates useful areas for patch
creation via wetland restoration.

This preliminary exploration of edge thres-
holding can provide some idea of landscape
connectivity relative to the dispersal capa-
bilities (however nncertain) of mink and
warblers. Using this framework it is easy to
highlight important nodes and edges under
different dispersal distances.

For mink, the minimum spanning tree
on distance (Figure 5) is an excellent first
look at habitat-specific connectivity in the
landscape. The minimwm spanning tree rep-
resents the backbone of the habitat in the
niatrix, The minimum spanning tree based
on area-weighted dispersal flux (Figure 6)
is very different. Couched in the mainland-
island model of Harrison (1994}, the tree
is now weighted by larger patches which
are expected to produce a larger number of
propagules. The largest patch now radiates
spokes which illustrates the spatial effect on
dispersal under these kernels.

Node removal

Node removal is habitat removal. We mea-
sured the effects of node removal in two ways
which can indicate a landscape’s potential
to provide conditions that foster metapopula-
tions. Flux (F), as governed by area and dis-
persal potential, measures a node’s influence
to a landscape-level metapopulation. Flux
can measure the patch’s potential to act as a
sourcein a source-sink metapopulation model
(Pulliam, 1988). Traversability (T') is a func-
tion of the graph’s diameter. In this light it
can be thought of as a proxy for spreading-of-
risk or long distance rescue (den Boer, 1968;
Levins, 1969). T has the possibility to point




Total flux

0 20 40 60 80

Number of nodes removed

Figure 7. Area-weighted dispersal flux {F) as a
function of three different node pruning scenarios.
(-}, random; (&}, minnode; (-e-), endnode.
Graph defined with 25 km adjancency threshold.

out important stepping-stone patches in the
. landscape. Source strength and long-distance
rescue are well established in conservation
biology. F and 7 are codified versions of those
that fit into the graph context.

The different node removal scenarios give
different pictures of the landscape. The better
performance of endnode pruning over random
or minimum area pruning for F indicates the
tendency for endnodes to be less connected
to the landscape (Figure 7). The advantage
of endnode pruning is clear in its effect on T
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Figure 8. Traversabllity (7) of the largest graph
component ag a function of three different node
prunning scenarios. (-8-), random; (&), minnode;
(-e), endnode. Graph defined with 5 km adjancency
threshold.

in the graph (Figure 8). Traversability of the
graph is maintained with a majority of the
graph nodes removed. The effect of endnode
pruning on this landscape may indicate that
this riverine ecosystem has a high degree of
natural connectivity that an ecosystem not
comprised of linearly connected features may
not posses.

Area-weighted dispersal flux relies on P
and s and is functionally similar for mink
and prothonotary warblers under random,
endnode, and minimum area pruning. The
three thinning procedures produce similar
results, although endnode pruning resulted
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in slightly higher flux values (Figure 7). The
effect of different types of patch removal
on traversability is markedly different for
mink and prothonotary warblers. For mink,
with a 25-km functional adjacency thresh-
old, the three removal methods produce very
gimilar results. For prothonotary warblers,
with 5km functional adjacency threshold,
the random and minimum area pruning pro-
duce similar linear results but the effect
of endnode pruning is substantially dif-
ferent. Traversability of the graph is not

effected until ~75% of the nodes are removed .

(Figure 8).

Node sensitivity

The spatial arrangement of habitat patches
in a landscape in combination with scale
can influence measures of connectivity (Keitt
et al., 1997). Our two main metrics for con-
nectivity, F and T, show differing responses
to scale. Traversability, T, is indexed inde-
pendently of patch area and is quite scale-
dependent, showing little to no rank correla-
tion between scales (Figure 9). Conversely,
F is calculated explicitly with patch area
and is very robust across scales. This is
likely to be a function of patch area, and
illuminates interesting management and eco-
logical aspects of the landscape. In a Levins
metapopulation model, T' is analogons to
spreading-of-risk and is sensitive to scale.
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Figure 8. Correlation length of the vectors for
area-welghted dispersal (; ----} and traversability
(T; -0°) at varying scales. Reference variables are
respective vectors at 12.5km edge distance. Filled
symbols are significant at P<0-005,

In the more commonly used Pulliam model,
F is analogous to source-sink strength and is
not sensitive to scale because it is influenced
most by close patches (short distance).

We have chosen two focal species defined
by extremes in dispersal. In our model, mink
can disperse five times farther than warblers
through the landscape. Our results indicate
that the high degree of connectivity for the
mink and low connectivity for the warbler do
not cause meaningful interpretation of node
sensitivity at that scale. However, the great
flexibility of the graph approach is the ability
to instantly posit other degrees of dispersal
based on edge distance. Figures 24 illus-
trate that the landscape begins to fragment
seriously with a functional distance thresh-
old between 10 and 15km. These distances
become important if we are concerned with
issues of connectivity, as this is the scale that
the landscape begins to meaningfully con-
nect. Figure 10 shows a false-color composite
of patch sensitivity at 12.-5-km effective edge-
distance that displays each pateh’s sensitivity
to flux and traversability. We separated the
metrie ! used above into recruitment poten-
tial (R) and dispersal flux (F*). Here, F' is
a dispersal flux coefficient not influenced by
area and computed only with P (F=>_pj)
g0 as to separate it from area. R is a neu-
tral model of connectivity that is computed
as a function of patch size alone (R=}sj).
Each patch in the landscape was tested for
gensitivity, and scored for the three met-
rics. This allows us to send R, F', and T
to the red, green and blue color guns respec-
tively. When the patches are displayed in
a false-color composite (Figure 10), some
interesting patterns emerge. In this image,
patches that register high on metrics R, ¥,
and T, saturate on all the colors and show
up as white. Conversely, patches that show
up as a dark color have registered low on
every metric, Varions other shades are read-
ily interpretable for each patch. Thus, node
sensitivity analysis can illuminate nodes that
have contextual importance. For instance,
the blue patch indicated by the arrow in
Figure 10 contributes to T' but could be easily
digsmissed by a land manager as being unim-
portant because it is small and somewhat
isolated. This type of view on the landscape
can indicate crucial linkages or bottlenecks
to conuectivity.
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Figure 10. False-color composite of node sensi

Discussion

We found that mink and warblers perceived
this landscape differently, as a function of
their dispersal capabilities. For instance,
Figures 2-4 show that the landscape has a
great variability in connectivity depending
on dispersal distance. According to the dis-
persal estimates used, we found that mink
perceive this landscape as connected, while
prothonotary warblers do not. Given a sin-
gle patchy environment for mink we are
able to exercise the graph and highlight the
minimum spanning frees based on distance
_ and area-weighted distance (Figures 5 and
6). These represent the parsimonionsly con-
nected backbone of the landscape. For the
warbler, which experiences this landscape as
fragmented components, these graph struc-
tures are not as meaningful, but minimum
gpanning trees based on connected subgraphs
can provide utility in examining connectiv-
ity on a finer scale (not shown). The edge-
thresholding operations serve as a continuous
picture of connectivity in the landscape, and
can be applied to other focal species.

In contrast to edge-thresholding proce-
dures, which highlight mink and warbler

tivity with 12.5km functional edge distance. Red,
recruitment potential (R); green, dispersal flux (Fy; and blue, Traversability (T). For instance, the white
arrow points to a patch with a high score for T and low scores for A and F.

spatial perceptions, the various habitat-
removal scenarios allow us to determine
patch function in reference to both species.
Specifically, they allow us to envision, and
then prioritize, habitat loss in the landscape.
Habitat fragmentation and loss is one of the
greatest threats to biodiversity and a great
deal of management decisions focus around
minimizing the impact of habitat reduction
(Burgess .and Sharp, 1981; Harris, 1984).
In this landscape, like many others, habi-
tat is managed by many different agencies
and private landowners. Conflicting manage-
ment paradigms virtually guarantee habitat
alteration and loss. Given this, node removal
also allows us to quickly gauge the tendency
of a species to act like a metapopulation. For
instance, we found that individual patches
have different functions based on their size
and position in the landscape. In the node
removal graph perturbations, we found a ten-
dency for endnodes to be poorly connected
and therefore contribute weakly to dispersal
flux and traversability. These results held for
mink (Figure 7) and prothonotary warblers
(Figure 8).

The node-sensitivity results show that
patches also have contextual importance.
Figure 10 is a powerful depiction of each
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patch’s contribution to landscape connectiv-
ity, describing the landscape based on an edge
threshold of 12-5km. Given our dispersal
estimates, this is an intermediate dispersal
threshold not of direct importance to mink
or warblers. However, this distance serves
two pertinent functions in this landscape.
First, it is approximately the distance at
which the landscape begins to meaningfully
connect. Second, it highlights the important
versatility of the graph-theoretic approach
and lets us instantly posit a gradient of
dispersal thresholds. Given the overwhelm-
ing complexity of dispersal biology, the node
sensitivity analysis provides an initial esti-
mate of the relative importance of individual
patches in the landscape. These preliminary
analyses can also marshall further study by
identifying those patches where field studies
should be concentrated. For example, the blue
patch highlighted in Figure 10, and surround-
ing green patches, offer themselves as likely
candidates to determine the effectiveness of
Tand F.

Challenges persist in developing macro-
scopic landscape models. Although focal
species analysis can enrich macroscopic
approaches by producing a species-specific
perspective to the analyses (O'Neill et al.,
1988; Pearson et al., 1996), reliable habi-
tat definition from relatively coarse spatial
data (e.g. 30-m cells} is challenging for many
gpecies, and Hmited to habitat specialists.
The use of the intervening non-habitat matrix
is especially important, as this affects the
functional scale at which patches are defined.
Edge definition in a graph calls for dispersal
biology that is often difficult to parameter-
ize. However, well chosen focal species ina
landscape can provide ecological and political
effectiveness in issues of connectivity.

When appropriate species such as mink
and warblers are available in a land-
scape, then focal species analysis is partic-
ularly well-suited to graphic representation,
because ecological flux is a primary eencerm.
The graph-theoretic approach differs from
most focal species analyses as it allows one
to use surrogates as a rapid assessment tool
without long-term population data, although
population data can (and should) be incorpo-
rated as knowledge of the system improves.
It is a heuristic framework which is a robust
way to represent connectivity in the land-
scape. The utility of applying graph theory

to landscapes is that it allows managers and
researchers to take an initial, but thorough,
look at the spatial configuration of a land-
scape. It is applicable at any scale.

Another benefit of a graph-theoretic appro-
ach is that dispersal biology does not need
to be fully understood for the graphs to be
interpretable. To give context to the graph
framework, we have postulated that disper-
sal for mink is 25km and for prothonotary
warblers, 5km. We used a conservative neg-
ative exponential decay curve for dispersal
probability, matrix P. An advantage of the
graph-theoretic approach is that gaming with
alternative kernels is easy, and will affect dis-
persal in the landscape based on the spatial
arrangement of patches. Dispersal biology is
incredibly complex, and precise distances are
virtually always unknown. Here our results
and their interpretation are largely inter-
pretable despite this uncertainty and can
be immediately tailored to different disper-
sal estimates. Edge thresholding and node
removal, as well as node sensitivity, are
graph descriptors that are useful macroscopic
metrics when dispersal can only be estimated
(see Keitt et al., 1997 for an additional exam-
ple). From a management perspective, the
graph can provide a powerful visualization of
connectivity when used in conjunction with
dispersal estimates such as those based on
allometric relationship to body mass (see
Sutherland et al., 2000).

Prospectus

Land and conservation management is incre-
asingly concerned with regional-scale habitat
analyses. The development of graph theoryin
an ecological framework represents a promis-
ing step forward in that regard. Graph the-
ory rests on a foundation of intensive study
for computer networks which must be effi-
cient. Therefore, the theory and algorithms
are well developed; many are computation-
ally optimal. Like metapopulation theory,
the graph can merge landscape configuration
and focal species biology to arrive at process-
based measures of connection (Hanski, 1998;
Urban and Keitt, 2000). The advantage of
graph-theoretic approaches to conservation
planners and researchers is that, while rea-
sonable quality spatial data are required,
long-term population data are not.




The conservation potential of graph theory
is far from realized. The existing body of eco-
logical work that considers landscape graphs
is slim (Cantwell and Forman, 1993; Keitt
et al., 1997; Urban and Keitt, 2000). The
most appealing feature of graph theory as
applied to ecology is that it is a heuristic
framework for management which is neces-
sarily perpetual. With very little data, one
can construct a graph of loosely-defined habi-
tat patches and then explore the structure of
the graph by considering a range of thresh-
old distances to define edges. It is important
that as more ecological information is col-
lected it can be infused into the graph and
consequently add more precision and con-
fidence to the analyses. Graph theory can
provide initial processing of landscape data
and can serve as a guide to help develop and
marshall landscape-scale plans, including the
identification of sensitive areas across scales.
This does not mean that graph theory should
displace alternative approaches. We suggest
graph theory as a computationally power-
ful adjunct to these other approaches. The
simplicity and flexibility of graph-theoretic
approaches to landscape connectivity offers
much to land practitioners and can increase

the scope and effectiveness of resource man- .

agement.
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Abstract: Centrality metrics evaluate paths between all possible pairwise combinations of sites on a land-
scape to rank the contribution of each site to facilitating ecological flows across the network of sites. Computa-
tional advances now allow application of centrality metrics to landscapes represented as continuous gradients
of babitat quality. This avoids the binary classification of landscapes into patch and matrix required by patch-
based graph analyses of connectivity. It also avoids the focus on delineating paths between individual pairs of
core areas characteristic of most corridor- or linkage-mapping methods of connectivity analysis. Conservation
of regional babitat connectivity bas the potential to facilitate recovery of the gray wolf (Canis lupus), a species
currently recolonizing portions of its bistoric range in the western United States. We applied 3 contrasting
linkage-mapping methods (shortest path, current flow, and minimum-cost-maximum-flow) to spatial data
representing wolf babitat to analyze connectivity between wolf populations in central Idabo and Yellowstone
National Park (Wyoming). We then applied 3 analogous betweenness centrality metrics to analyze connectiv-
ity of wolf babitat throughout the northwestern United States and southwestern Canada to determine where
it might be possible to facilitate range expansion and interpopulation dispersal. We developed software to
Jfacilitate application of centrality metrics. Shortest-path betweenness centrality identified a minimal network
of linkages analogous to those identified by least-cost-path corridor mapping. Current flow and minimum-cost-
maximum-flow betweenness centrality identified diffuse networks that included alternative linkages, which
will allow greater flexibility in planning. Minimum-cost-maximum-flow betweenness centrality, by integrating
both land cost and babitat capacity, allows connectivity to be considered within planning processes that seek
to maximize species protection at minimum cost. Centrality analysis is relevant to conservation and landscape
genetics at a range of spatial extents, but it may be most broadly applicable within single- and multispecies
planning efforts to conserve regional habitat connectivity.

Keywords: Canis lupus, centrality, circuit theory, corridor, graph theory, least cost path, network flow

Utilizacion del Mapeo de Vinculos y el Anilisis de Centralidad en un Gradiente de Habitats para Conservar la
Conectividad de Poblaciones de Lobo Gris en el Occidente de Norte América

Resumen: Las medidas de centralidad evaliian las vias entre todas las combinaciones pareadas posibles
de sitios en un paisaje para clasificar la contribucion de cada sitio en la facilitacion de los flujos ecologicos
en una red de sitios. Los avances de la computacion permiten la aplicacion de medidas de centralidad en
paisajes representados como gradientes continuos de calidad de hdbitat. Esto evita la clasificacion binaria de
paisajes en parches y matriz como lo requiere el andlisis de grafos de conectividad basado en parches. Esto
también evita el enfoque en la delineacion de vias entre pares individuales de dreas niicleo caracteristico
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de la mayoria de los métodos de mapeo de corredores o de vinculos en el andlisis de conectividad. La
conservacion de la conectividad de babitat regional tiene el potencial de facilitar la recuperacion del lobo
gris (Canis lupus), una especie que actualmente esta recolonizando porciones de su rango de distribucion
bistorica en el occidente de Estados Unidos. Aplicamos 3 métodos de mapeo de vinculos contrastantes (via
mads corta, flujo de corriente y costo minimo-flujo maximo) a datos espaciales representando el habitat de lobos
para analizar la conectividad entre poblaciones de lobo en Idabo centra y el Parque Nacional Yellowstone
(Wyoming). Posteriormente aplicamos 3 medidas de centralidad andlogas para analizar la conectividad de
habitat de lobos en el noroeste de Estados Unidos y el suroeste de Canada para determinar si seria posible
Jacilitar la expansion del rango y la dispersion interpoblacional. Desarrollamos software para facilitar la
aplicacion de las medidas de centralidad. La centralidad de la via mds corta identifico una red minima de
vinculos analogos a los identificados por mapeo de corredores con la via de menor costo. La centralidad de
flujo actual y de costo minimo-flujo mdximo identifico redes difusas que incluyeron vinculos alternativos,
que permitirdn una mayor flexibilidad en la planificacion. La centralidad de costo minimo-flujo maximo,
mediante la integracion de costo de la tierra y la capacidad del bdabitat, permite considerar a la conectividad
en los procesos de planificacion que buscan maximizar la proteccion de especies al menor costo. El andlisis de
centralidad es relevante para la conservacion y la genética de paisaje en un rango de extensiones espaciales,
pero puede ser ampliamente aplicable en esfuerzos de planificacion de la conservacion de la conectividad del
habitat de una o maultiples especies.

Palabras Clave: Canis lupus, centralidad, corredor, flujo de redes, teoria de circuitos, teoria de grafos, via de

menor Costo

Introduction

Consideration of landscape connectivity in conservation
planning has increasingly shifted from a focus on preserv-
ing static landscape elements such as corridors to facili-
tating functional connectivity. Functional connectivity is
defined as ecological processes such as demographic and
genetic flows that support persistence of peripheral pop-
ulations and long-term maintenance of a species’ evolu-
tionary potential (Taylor et al. 2006; Pressey et al. 2007).
Due in part to computational limitations, most current
reserve-design efforts remain focused on landscape pat-
tern (e.g., selection of areas that capture species occur-
rences) (Cabeza & Moilanen 2001; Pressey et al. 2007).
However, effective conservation of connectivity requires
evaluation of how landscape composition and structure
influence ecological and evolutionary processes at multi-
ple levels of biological organization (Rayfield et al. 2011).

Here, we describe 3 contrasting methods of connec-
tivity analysis that employ alternative assumptions con-
cerning the relation between habitat and movement and
offer complementary information for both corridor de-
sign and regional conservation planning. Graph theory
provides a common conceptual framework that under-
lies all 3 methods. In graph theory, a graph (Fig. 1) is a
set of nodes in which pairs of nodes may be connected
by edges that represent functional connections (e.g., dis-
persal) between nodes (Urban et al. 2009). Edges may
be assigned weights that represent an attribute such as
habitat quality. A sequence of nodes connected by edges
forms a path. Although they are highly abstracted de-
pictions of landscape pattern, graphs may reveal emer-
gent aspects of landscape structure that are not otherwise
discernible.
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Graph theory has been widely applied in landscape
ecology and conservation planning (Urban et al. 2009).
Such applications include analyses that represent contin-
uous habitat gradients as a binary patch-matrix structure,
with patches (nodes) linked by edges whose attributes
(e.g., weight) are defined on the basis of geographic
distance or attributes of the intervening matrix (Bodin
et al. 2006; Urban et al. 2009). This patch-based approach
contrasts with methods used within geographic informa-
tion systems (GIS) to delineate corridors between pairs
of habitat patches in raster grids (Beier et al. 2008). Al-
though seldom transparent to the user, graph algorithms
also underlie these latter methods, which analyze con-
tinuous habitat gradients by representing each raster cell
(pixel) as a node in a regular lattice (an arrangement of
points in a regular pattern). Edges in such graphs con-
nect only a node and its immediately adjacent neighbors.
We term these types of graphs landscape lattices (Sup-
porting Information) in contrast to graphs that delineate
discrete patches within a landscape matrix (Supporting
Information).

Corridor-delineation methods available in GIS software
analyze raster data by representing cost (e.g., energetic
cost or mortality risk) of movement through different
habitat types as distance (points in less permeable habi-
tat are conceived as farther apart). Such methods then
use computationally efficient algorithms to identify the
route between 2 predetermined endpoints that has the
shortest total distance (least total cost) (Supporting Infor-
mation; Newman 2010). We use the term shortest path
(Supporting Information) in place of least-cost path to
avoid confusing the cost of moving between patches
with monetary cost (e.g., of land purchase) (Newman
2010). Recent applications of shortest-path methods have
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Shortest path T~

Current flow

(@)

Network flow

Flow from node A to node E Centrality

Figure 1. A simple graph with 5 nodes and 6 edges
demonstrates conirasts between graph analyses with
shortest- or least-cost-path, current-flow, and
maximum-flow metbods. (a) Edge values shown may
be derived from models of babitat quality. Edge
values are proportional to conductance (current flow)
and flow capacity (minimum-cost-maximum-flow)
and inversely proportional to distance (shortest path).
(b-d) Pairwise flow between nodes A and E, with line
widths proportional to flow ([b] shortest-path analysis;
[c] current-flow analysis with a 3-ampere source at A;
[d] maximum-flow analysis with a 3-unit flow source
at A and a 3-unit flow sink at E). (e-g) Centrality
analysis of flow between all node pairs in the graph,
with node sizes proportional to centrality values
(open circles indicate zero values, [e] shortest-path
betweenness centrality; [f] current-flow betweenness
centrality; and [g] maximum-flow betweenness
centrality).

broadened their focus from identifying a single path or
corridor to identifying a set of near-optimal paths that
may be termed a habitat linkage or landscape linkage
(Chetkiewicz et al. 2006; Beier et al. 2008).

We compared shortest-path analysis with 2 alternate
connectivity-analysis methods, current flow and network
flow. Current-flow methods examine probabilistic flow
across all possible paths, whereas network-flow methods
identify optimal flow that could use but may not use all
possible paths. Current-flow models use algorithms from
electrical-circuit theory to evaluate connectivity (McRae
et al. 2008; Supporting Information). These methods
treat landscapes as conductive surfaces (i.e., networks
of nodes connected by resistors). When current is in-
jected into a source node and allowed to flow across a
network until it reaches a target node, the amount of
current flowing through each intermediate node reflects
the likelihood that a “random walker” leaving the source

node and moving along edges with probabilities propor-
tional to edge weights will pass through the intermediate
node on its way to the target node. By modeling the
movement of random walkers, current-flow models inte-
grate the contributions of all possible pathways across
a landscape or network (Fig. 1c¢). As in electrical cir-
cuits, the addition of new pathways increases connectiv-
ity by distributing flow across more routes (McRae et al.
2008).

Network-flow models frame connectivity analysis as an
optimization problem rather than as probabilistic move-
ment (Supporting Information; Phillips et al. 2008). Net-
work flow is analogous to the behavior of water in a
pipe, in that it has constrained capacity (the amount of
flow on an edge cannot exceed its capacity) and flow is
conserved (the amount of flow into a node equals the
amount of flow out of it, except when the node is a
source or sink). There are several types of network-flow
analyses. In a maximum-flow analysis, each edge is as-
signed a flow less than or equal to its capacity, which
maximizes total flow between a source and a sink node.
Although there may be many alternative sets of paths in a
network that allow the maximum flow, computationally
efficient maximum-flow algorithms tend to identify max-
imum flows with low total number of edges (Ahuja et al.
1993). Minimum-cost-maximum-flow algorithms, in con-
trast, identify which of the alternative maximum-flow sets
has minimum total cost (here, monetary cost of land ac-
quisition or management). Minimum-cost-maximum-flow
may be more informative than maximum-flow analyses on
landscape lattices, particularly when edge capacities are
relatively similar, because a large number of equivalent
maximum-flow solutions exist on such lattices.

Centrality and Regional Connectivity Analysis

Shortest path, current flow, and network flow have
largely been applied to evaluate options for linking prede-
termined endpoints rather than analyzing habitat connec-
tivity across the landscape (but see Phillips et al. 2008).
However, a group of analogous graph-theory metrics are
based on the concept of centrality (Supporting Informa-
tion). These metrics consider paths between all possible
pairs of nodes in order to evaluate the role of each node
in mediating ecological flows (Bunn et al. 2000; Borgatti
2005). The loss of a node that lies on a large propor-
tion of the paths in the network would disproportion-
ately lengthen distances or transit times between nodes
(Brandes 2001). A wide variety of centrality metrics
have been proposed (Newman 2010). Many have been
applied to analyze patch-based representations of land-
scapes (Bodin & Norberg 2007; Estrada & Bodin 2008).
We did not attempt to comprehensively review central-
ity metrics; rather, we focused on 3 metrics that are
analogous to the 3 major methods of linkage mapping
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described above (Chetiewicz et al. 2006; McRae et al.
2008; Phillips et al. 2008).

Centrality calculations increase in computational com-
plexity at a polynomial rate (typically quadratic to cubic)
as the number of nodes increases (Ahuja et al. 1993).
Although centrality analysis has been applied to patch-
based representations of landscapes, networks were typi-
cally limited to hundreds of nodes or less (Estrada & Bodin
2008). Computationally efficient algorithms for analysis
of large networks, which have recently been developed
for purposes such as ranking web pages on the inter-
net, allow analysis of landscape connectivity at a resolu-
tion that makes simplifying assumptions less necessary
(Hagberg et al. 2008). This facilitates application of cen-
trality metrics to contexts in which a continuous habitat
gradient is more ecologically realistic than a binary patch-
matrix framework (Chetkiewicz et al. 2006).

Because centrality analysis produces a continuous
surface of values, it facilitates integration of the 3
connectivity-analysis methods into commonly used re-
serve design algorithms along with inputs representing
species distribution or other conservation criteria (e.g.,
Possingham et al. 2000; Moilanen et al. 2009). The meth-
ods we developed thus avoid 2 key simplifications of
landscape complexity. Because centrality metrics analyze
paths between all node pairs, we avoided the a priori
identification of endpoints necessary in current methods
for delineating habitat linkages. By applying centrality
analysis to graphs that represent landscapes as regular lat-
tices, we avoided the binary classification of landscapes
into patch and matrix required by patch-based graph
analyses.

We used shortest path, current flow, and minimum-
cost-maximum-flow (Supporting Information) to delin-
eate habitat linkages between a single source and tar-
get patch and contrasted the results. We then developed
3 analogous centrality metrics that analyze connectivity
across a landscape without reference to specific source
and target patches. We contrasted results from the cen-
trality metrics and assessed their relevance to regional
conservation planning in a case study of a gray wolf
(Canis lupus) metapopulation in the northwestern
United States and southwestern Canada.

Methods

Linkage Analysis Methods and Their Analogous
Centrality Metrics

Assumptions underlying the 3 methods of habitat-
connectivity analysis affect conclusions about the con-
tributions of different edges to connectivity (Fig. 1). In a
simple example graph, shortest-path analysis assigns all
priority to a single path with the least cumulative dis-
tance (Fig. 1b). Current-flow analysis identifies 2 edges
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with highest current (used most frequently by random
walkers). All other edges have lower but nonzero cur-
rent levels that indicate the degree to which the other
edges provide alternative pathways for random walkers
moving from the source node to the target node (Fig. 1¢)
(Newman 2005; McRae et al. 2008). Maximum-flow anal-
ysis between source A and sink E (Fig. 1d) identifies a
path with relatively high flow and a path with relatively
low flow. Maximum-flow analysis assigns zero flow to
edges not on these paths because these edges cannot
contribute to increasing the total flow. Because there is
only one maximum-flow solution for flow from A to E in
Figure 1, minimum-cost-maximum-flow would be identi-
cal to maximum-flow.

Centrality analyses extend these methods from single
pairs of source-target nodes to all pairs of nodes in a
graph (Newman 2010). The 3 centrality metrics consid-
ered here are variants of betweenness centrality (BO),
in that they measure to what extent a node contributes
to paths or flows between all other nodes (Borgatti &
Everett 2006; Newman 2010). Shortest-path BC identifies
the one or several shortest (geodesic) paths that connect
each pair of nodes on a graph and counts the number of
such shortest paths in which a node is included (Borgatti
& Everett 2000). Current-flow BC assesses the centrality
of a node on the basis of how often, summed over all node
pairs, the node is traversed by a random walk between 2
other nodes (Newman 2005). Minimum-cost-maximum-
flow BC evaluates a node’s contribution to connectivity
on the basis of portion of the minimum-cost-maximum-
flow that must pass through that node, summed over all
node pairs (Freeman et al. 1991).

In Figure 1 shortest-path BC (Fig. 1e; Supporting Infor-
mation) resembles shortest-path results between a node
pair (Fig. 1b) because it assigns high centrality to node
C, which lies on the shortest path between many node
pairs, and zero centrality to nodes (B, E), which do not
lie on the shortest paths between any pair of nodes.
Current-flow BC (Fig. 1f; Supporting Information) ranks
the importance (for facilitating flow) of nodes similarly
as does shortest-path BC, but centrality values are more
evenly distributed among nodes and there are no nodes
of zero centrality due to the model’s random-walk behav-
ior. Maximum-flow BC ranks nodes similarly to current
flow BC, but values are distributed more evenly (Fig. 1g).
If all edges have equal cost, results of minimum-cost-
maximum-flow BC (not shown) resemble maximum-flow
BC.

Case Study

The gray wolf was extirpated from the northwestern
United States by the 1940s, but it remained extant
through much of southwestern Canada (Boyd & Pletscher
1999; Wayne & Hedrick 2011). Natal dispersal of wolves
averages 100 km (Boyd & Pletscher 1999). Natural
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recolonization via dispersal from Canada reestablished
wolves in northwestern Montana in the 1980s and in
northern Washington in 2008 (Wayne & Hedrick 2011).
Reintroduction of wolves to central Idaho and northwest-
ern Wyoming in 1995-1996 resulted in populations of
>1000 in those areas and subsequent dispersal into Ore-
gon, Utah, and Colorado (Wayne and Hedrick 2011).
However, ongoing litigation has focused attention on
whether habitat connectivity in the U.S. northern Rocky
Mountains is sufficient to ensure continued genetic ex-
change between the region’s 3 major wolf populations
(Vonholdt et al. 2011; Wayne & Hedrick 2010). Analysis
of habitat connectivity for the wolf may identify likely
sources of natural dispersal from extant populations into
currently unoccupied habitat and evaluate what areas
have the greatest probability of facilitating continuing
exchange among existing populations.

In developing a habitat model over this region (the
U.S. states of Washington, Oregon, Montana, Idaho, and
Wyoming, and the southern portions of the Canadian
provinces of Alberta and British Columbia), we were con-
strained by the limited set of habitat variables for which
data are available in all jurisdictions. Although empirical
models of wolf habitat have been developed for the U.S.
northern Rocky Mountains (Oakleaf et al. 20006), data are
not available to allow their extrapolation across the en-
tire region. We sought to demonstrate application of new

Figure 2. Model of babitat quality
Jor gray wolf in the northwestern
United States and southwestern
Canada on the basis of land cover,
slope, roads, and human population
data. Edge weights in the
connectivity analyses (Figs. 3-4)
are derived from this babitat model.

methods of connectivity analysis rather than developing
new habitat models. We therefore used a previously pub-
lished habitat model (Fig. 2) that predicted wolf habi-
tat quality from data on land cover, primary productiv-
ity, slope, road density, and human population density
(Carroll et al. 2006). Details of the habitat model are in
Supporting Information. We used a metric combining
road density and human population density to represent
factors negatively associated with wolf survival (Fuller
et al. 2003). Because estimates of ungulate abundance
are inconsistent across jurisdictional boundaries, we used
land cover and tasseled-cap greenness, a satellite-imagery-
derived metric, as a surrogate for prey density. Because
wolves have reduced hunting success on steep terrain,
we incorporated a negative effect of slope (Carroll et al.
2000). Because the above habitat variables may affect se-
lection of dispersal habitat differently than selection of
habitat for permanent occupancy, a subsequent refine-
ment of the analysis with a model that is based on disper-
sal data would improve its accuracy (see Discussion).

Graph Analyses at Multiple Resolutions and Extents

We developed and contrasted analyses of wolf habitat
connectivity at 2 spatial extents. First, we applied 3
linkage-mapping methods (shortest path, current flow,
and minimum-cost-maximum-flow) at the local extent to
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analyze connectivity between 2 areas occupied by source
populations of wolves in central Idaho and Yellowstone
National Park, Wyoming (Fig. 2). In this analysis, we di-
vided the region into a lattice of hexagons, each with an
area of 5 km?. Each hexagon’s centroid became a graph
node (total 21,889 nodes) that was connected to the
6 hexagons that were its immediate neighbors. Linkage
mapping is a special case of centrality analysis termed sub-
set centrality. In contrast with the application of central-
ity to analyze all pairs of nodes in a graph, subset central-
ity considers paths between the nodes of the graph that
fall within the source and target patches (Hagberg et al.
2008). To illustrate application of the local minimum-
cost-maximum-flow analysis, we simply assigned private
lands 2 times the management or acquisition cost of pub-
lic lands.

We then applied 3 centrality metrics (shortest-path,
current flow, and minimum-cost-maximum-flow BC) anal-
ogous to the linkage-mapping metrics to assess connectiv-
ity across the northwestern United States and southwest-
ern Canada (Fig. 2) with 2 lattices, one of hexagons with
areas of 50 km? (n = 23,831 nodes) and one of hexagons
with areas of 100 km? (# = 9601 nodes). Use of 2 reso-
lutions was necessary because calculation of minimum-
cost-maximum-flow BC was computationally infeasible
on the higher-resolution graph of 23,831 nodes. For the
regional minimum-cost-maximum-flow analysis, we as-
signed each node a cost of 1. Minimum-cost-maximum-
flow analysis with uniform cost values on all nodes results
in identification of the maximum-flow solution of mini-
mum total area (minimum number of nodes).

In all analyses, we used either undirected or symmetric
directed graphs (Supporting Information) in which the
weight of edge i-j (from node i to j) equaled the weight
of the edge j-i (Newman 2010). Edge weights were de-
rived from the mean habitat-quality value of the edge’s
2 end nodes. We used untransformed habitat-quality val-
ues from the conceptual model, which ranged from 1 to
1000, to derive conductance (current flow) and capac-
ity (minimum-cost-maximum-flow) (Supporting Informa-
tion). We used the reciprocal of the mean habitat-quality
value to represent distance in calculating the shortest-
path metrics. Each of the 3 methods thus assigned differ-
ent attributes to the graph edges (distance, conductance,
and capacity for shortest-path, current flow, and network
flow, respectively) that in effect represent alternative as-
sumptions of how habitat quality affects dispersal (Sup-
porting Information).

Comparison of Graph Metrics

We contrasted results of the different metrics by deriving
a Spearman rank correlation matrix of node-centrality val-
ues. We hypothesized that metrics might show stronger
relations at their extreme rather than mean values. There-
fore, we also used quantile-quantile regression to as-
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sess whether higher quantiles (e.g., 99th percentiles) of
the shortest-path BC metric were significantly correlated
with current flow and minimum-cost-maximum-flow BC
(Cade & Noon 2003), as might be expected if shortest
paths were subsets of the multiple paths identified by the
latter 2 methods. To assess the degree to which priority
areas for connectivity conservation differed from priority
areas for other potential conservation features, we deter-
mined the proportion of areas with highest quantile of
centrality values that fell within source (lambda, or intrin-
sic population growth rate > 1) or core (probability of
occupancy > 50%) habitat. Population growth rates and
occupancy were predicted by a spatially explicit popu-
lation model that was based on the same habitat model
inputs but was limited to the U.S. portion of the analysis
region (Carroll et al. 20006).

We calculated shortest-path and current-flow BC with
the NetworkX library (version 1.3) in Python (version
2.6) (van Rossum & Drake 2006; Hagberg et al. 2008).
Network flow metrics were derived with the C++4 li-
brary LEMON (Library for Efficient Modeling and Opti-
mization in Networks, version 1.2) (EGRES 2010). We
used Hexsim software (Schumaker 2011) to import and
export files from a GIS. We developed a program,
the Connectivity Analysis Toolkit (freely available at
www.connectivitytools.org), which has a graphical user
interface that allows generation of centrality metrics from
habitat data without the need to learn Python or C++
(Carroll 2010).

Results

Computational feasibility varied widely among the dif-
ferent metrics, due to the complexity of the underlying
algorithms (Newman 2010) and the specifics of the imple-
mentation in the software (Carroll 2010). In the regional-
extent analysis, shortest-path BC showed low require-
ments for both memory and computational time (<1 GB
and <1 h on a 3 GHz desktop system), whereas current-
flow BC required large amounts of memory (>10 GB)
(Carroll 2010). Minimum-cost-maximum-flow BC re-
quired low amounts of memory (<1 GB) but very long
computational times (>1000 h) for the regional-extent
analysis, but it was completed in <3 h for the local-extent
analysis, which considered source and target patches en-
compassing approximately 100 hexagons (Fig. 3¢).
Shortest-path analysis identified the single best (least
cost) path between each pair of source and target
hexagons (Fig. 3a). Current-flow analysis identified areas
of high current flow along a more diffuse area surround-
ing the shortest path, as well as along alternate paths
(Fig. 3b). Minimum-cost-maximum-flow analysis identi-
fied a set of paths that was diffuse in the western por-
tion of the linkage, but constricted in the eastern por-
tion due to the lower proportion of public lands in that
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Figure 3. Grapb-based analysis of habitat
connectivity for gray wolf between central Idabo and
Yellowstone National Park. The local-extent

analysis compares 3 linkage mapping methods or
subset-centrality metrics that are based on

(a) shortest- or least-cost path, (b) current flow,

and (¢) minimum-cost-maximum-flow
(min-cost-max-flow). Parks and wilderness areas

are crosshatched.

area (Fig. 3¢). In the regional-extent analysis, shortest-
path BC identified a minimal network connecting the
regions of high habitat value (Fig. 4a). Current-flow BC
identified areas that encompassed the linkages derived
from the shortest-path betweenness analysis, but these
areas were more diffusely distributed (Fig. 4b) than were
the shortest-path priority areas. Minimum-cost-maximum-
flow BC results resembled current-flow results, but were
only available at coarser resolution due to their greater
computational complexity (Fig. 4¢).

At the resolution of 50 km? hexagons (n = 23,831),
shortest-path and current-flow BC values from the re-
gional analysis were weakly correlated with habitat-
quality value (0.55 and 0.58, respectively) and with each
other (0.58). At the resolution of 100 km? hexagons (12 =
9601), correlations were similar (0.59, 0.55, and 0.61, re-
spectively). Additionally, minimum-cost-maximum-flow
BC at this resolution was highly correlated with current-
flow BC (0.85) but weakly correlated with shortest-
path BC (0.45) and habitat-quality value (0.36). Although

shortest-path BC showed low correlation with other
centrality metrics in the Spearman correlation tests,
quantile-quantile regression results showed a signifi-
cant relation (p < 0.001) of shortest-path BC with the
higher percentiles of both current-flow and minimum-
cost-maximum-flow BC (Supporting Information). Source
habitat (12.8% of the U.S. portion of the region) held
20.8%, 20.2%, and 21.7%, respectively, of the areas with
highest centrality values (top 20%) for the shortest-path,
current-flow, and minimum-cost-maximum-flow BC met-
rics, whereas core or frequently occupied habitat (25.3%
of the region) held 36.6%, 35.6%, and 42.9%, respectively,
of the areas with highest centrality values for the 3 met-
rics.

Discussion

Because centrality analysis simultaneously considers the
relations between all areas on a landscape, it provides a
means to quantitatively incorporate connectivity within
the planning process by ranking the contribution of those
areas to facilitating ecological flows. Application of cen-
trality metrics to lattices (graphs with nodes arranged in
a regular pattern) avoids both the binary classification
of landscapes into patch and matrix required by patch-
based graph analyses and the focus on paths between a
single pair of patches characteristic of corridor-mapping
methods. Rather than addressing connectivity by adding
linkages to a system of preidentified core areas, it is pos-
sible to compare the relative conservation priority of
all linkages in a region and incorporate this information
within the multicriteria optimization framework of most
conservation-planning software (Possingham et al. 2000;
Moilanen et al. 2009).

Although centrality metrics from exploratory analyses
such as ours may be used to inform regional planning,
input data (Carroll et al. 2006) and key assumptions of
the methodology should be tested and revised on the ba-
sis of observed connectivity data and results from more-
detailed population models. Connectivity models are of-
ten based on data on species distribution and rarely test
the assumption that dispersal habitat resembles habitat
that can be occupied. Habitat variables, such as vegeta-
tion structure, influence selection of both dispersal and
permanently occupied habitat (Chetkiewicz et al. 20006),
but short-term dispersal can occur through habitat that
lacks resources for long-term occupancy. It is increasingly
possible to rigorously build and test connectivity models
from observed levels of dispersal and gene flow derived
from genetic and telemetry data (Lee-Yaw et al. 2009;
Schwartz et al. 2009; Richard & Armstrong 2010). Our
goal was not to contrast these 2 approaches, but rather
to describe and compare 3 alternative graph-based con-
nectivity methods that are relevant to analysis of either
habitat or dispersal data.
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Figure 4. Analysis of babitat connectivity for gray wolf in the northwestern United States and southwestern
Canada. The regional-extent connectivity analysis compares results from 3 metrics on the basis of

(a) shortest-path, (b) current flow, and (c¢) minimum-cost-maximum-flow betweenness centrality. The area of the
local-extent analysis (Fig. 2) is outlined (rectangle). The units in which the 3 centrality metrics (Figs. 4a-c) are

expressed are not directly comparable.

Building and testing connectivity models with empiri-
cal dispersal data can help identify the ecologically ap-
propriate spatial resolution and extent for conserving
connectivity. Depending on the species of interest, re-
gional habitat linkages may be designed to facilitate indi-
vidual dispersal events or multigenerational genetic ex-
change via occupied stepping-stone habitat. Additionally,
the degree to which such functional connectivity influ-
ences population viability (i.e., how much connectivity
is enough to maintain a population) depends on factors
such as population size and may be evaluated with more
complex population models that simulate both demo-
graphic and dispersal processes (Carroll et al. 20006).

Whereas shortest-path models implicitly assume dis-
persers have perfect knowledge of the landscape, current
flow assumes dispersers have no knowledge of the path
more than one step ahead (Newman 2005). Real-world
behavior of dispersers may fall somewhere between these
extremes (McRae et al. 2008; Richard & Armstrong 2010).
Shortest-path methods have been used to develop empiri-
cal multivariate models of habitat connectivity (Schwartz
et al. 2009; Richard & Armstrong 2010). Predictions from
current flow-based models are also highly correlated with
observed genetic distance in several plant and animal
populations (McRae et al. 2008; Lee-Yaw et al. 2009).
A comprehensive evaluation of the relative accuracy of
these 2 methods in a range of species would be infor-
mative. However, given that all graph-based methods are
simplified representations of complex dispersal behavior,
we advocate use of contrasting metrics as complementary
sources of information rather than focusing on a single
best metric.

We recommend that planning efforts focused on con-
necting a single pair of core areas (Fig. 3) compare re-
sults from the 3 methods to identify primary and alter-

Conservation Biology
Volume **, No. *, 2011

native linkage options. In our case study, the compar-
ison suggests it would be informative to evaluate 2 al-
ternative or complementary linkage zones (Figs. 3b-c).
In minimum-cost-maximum-flow sensitivity analyses, the
southern linkage zone for wolves, which is longer than
the northern linkage zone but contains less private land,
received increasing priority as the difference in cost be-
tween public and private land increased (not shown).
Unlike shortest-path analyses, which may combine land
cost and habitat quality into a single aggregate index,
minimum-cost-maximum-flow incorporates the 2 as dis-
tinct criteria, facilitating such sensitivity analyses.

Given that it is computationally challenging to derive
minimum-cost-maximum-flow BC over regional extents
(Fig. 40), we suggest regional planning efforts compare
results from shortest-path and current-flow BC analyses
(Figs. 4a-b). Higher-resolution, local extent analysis of in-
dividual linkages (Fig. 3) can be placed in context using
the priority assigned to the linkage area in regional anal-
yses (Fig. 4). Although resolution of the landscape lattice
remains limited by computational feasibility, it may often
be possible to approximate resolutions relevant to habi-
tat associations of the species of interest. In some cases,
however, a graph derived from a patch-based represen-
tation of a landscape may be more informative than a
lattice-based graph (e.g., if the coarse resolution of the lat-
tice obscures key habitats such as riparian forest patches
within an upland matrix). The software we developed
can also be applied to such nonlattice graphs (Carroll
2010).

Our quantile-quantile regression results suggest that
areas with high values of shortest-path BC are a sub-
set of areas with high current flow and minimum-
cost-maximum-flow BC values. Areas prioritized by
shortest-path BC, which were either central to zones of
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high-quality habitat or formed shortest paths between
them, identify the minimal set of linkages whose loss
would greatly reduce regional connectivity (Fig. 4a). In
contrast, the zones identified by current-flow BC assist
in incorporating redundancy within a linkage network,
which may be important for designing networks that are
resilient to changing climate and land-use patterns or en-
vironmental catastrophes (Fig. 4b) (McRae et al. 2008).

Because nodes near the study-area boundary inherently
receive low centrality values (Fig. 4), the analysis area
should typically extend beyond the area of interest if
data permits. When the scaling of habitat-quality value is
not derived from a statistical model that is based on dis-
persal data, sensitivity analysis with alternate scalings of
habitat-quality values (e.g., transforming values by squar-
ing them) can help assess the relative influence on cen-
trality results of a node’s habitat-quality value and location
in relation to the edge of the analysis area.

Although predictions from network-flow models have
not yet been compared with empirical data on disper-
sal, these algorithms’ ability to address flow conservation
(Supporting Information) and to consider both cost and
capacity suggests they may offer models of connectivity
that can be integrated within processes that seek to max-
imize species protection at minimum cost (Phillips et al.
2008). The minimum-cost-maximum-flow BC metric we
used also resembles more complex spatial population
models in that it effectively weights the importance of
each pairwise relation by the habitat-quality value (and
hence ability to produce dispersers) of the source node.
Analyses such as ours that prioritize areas with high cen-
trality on the present-day landscape provide a heuristic
approach to incorporating connectivity into multicrite-
ria reserve-selection algorithms (Possingham et al. 2000;
Moilanen et al. 2009). Full integration of centrality analy-
sis within such algorithms, which requires comparison of
the centrality of reserves within many alternate reserve
designs, remains computationally challenging.

We focused our case study on informing conservation
planning for a single species, the gray wolf. Facilitating
dispersal between wolf populations within the western
United States and Canada has been proposed as a method
to enhance the long-term genetic diversity and viability of
the regional wolf metapopulation (Vonholdt et al. 2010).
Areas of high centrality were often associated with source
or core habitats (Carroll et al. 2006), but they also were
found outside those areas. This suggests that conserving
connectivity of wolf metapopulations may require differ-
ent strategies than conserving core populations. Results
from our analysis may aid planning to enhance connec-
tivity via habitat protection or reduction of mortality for
dispersing wolves within linkage zones. Similar analyses
may have broad relevance to conservation planning at a
variety of spatial scales appropriate to metapopulations
of other species. Centrality analyses may also inform the
increasing number of multispecies planning efforts by

agencies and nongovernmental organizations that seek
to conserve regional habitat connectivity (Western Gov-
ernors Association 2008).
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Estimated Hiking Use on Colorado’s 14ers

Total Hiker Use Days: 260,000 (2015 Data)

Front Range

Best Est: 72,000

Longs Peak 7,000-10,000
Pikes Peak 7,000-10,000
Torreys Peak

Grays Peak

Mount Evans

10,000-15,000

Mount Bierstadt

Tenmile Range

Quandary Peak

Best Est: 18,000

Sawatch Range

Best Est: 95,000

Mount Elbert

Mount Massive

7,000-10,000

Mount Harvard

La Plata Peak

5,000-7,000

Mount Antero

Mount Shavano

5,000-7,000

Tabegauche Peak

Mount Belford

7,000-10,000

Mount Oxford
Mount Princeton 5,000-7,000
Mount Yale 7,000-10,000

Mount Columbia

Missouri Mountain

Mosquito Range Best Est: 33,000
Mount Lincoln
Mount Bross
Mount Democrat

Mount Sherman

10,000-15,000

Elk Mountains
Castle Peak

Maroon Peak
Capitol Peak
Snowmass Mountain
Pyramid Peak

Best Est: 7,000

Sangre de Cristo Range | Best Est: 14,000
Blanca Peak
Ellingwood Point
Crestone Peak
Crestone Needle
Kit Carson Peak
Challenger Point
Humboldt Peak
Culebra Peak
Mount Lindsey
Little Bear Peak

Mt. of the Holy Cross

Approximation Notes

Huron Peak 7,000-10,000

*Indicates data drawn from CFI TRAFx recorders,

with data gap and early/late season infills from

San Juan Mountains Best Est: 20,000

Uncompahgre Peak either previous years or nearby peak data. All other

Mount Wilson estimates are interpolated from a correlation

El Diente Peak between TRAFx data and 14ers.com peak use

Mount Eolus statistics.

Windom Peak

Range and overall totals are adjusted to account for

sunlight Peak the frequent practice of summiting multiple peaks

Handies Peak

Mount Sneffels in one day.

Redcloud Peak

Sunshine Peak

Wilson Peak

Wetterhorn Peak

San Luis Peak




A Resistant-Kernel Model of Connectivity for
Amphibians that Breed in Vernal Pools

BRADLEY W. COMPTON,* KEVIN MCGARIGAL, SAMUEL A. CUSHMAN,t AND LLOYD R. GAMBLE

Department of Natural Resources Conservation, 160 Holdsworth Way, University of Massachusetts, Amherst, MA 01003, U.S.A.

Abstract: Pool-breeding amphbibian populations operate at multiple scales, from the individual pool to sur-
rounding upland babitat to clusters of pools. When metapopulation dynamics play a role in long-term viability,
conservation efforts limited to the protection of individual pools or even pools with associated upland habitat
may be ineffective over the long term if connectivity among pools is not maintained. Connectivity becomes
especially important and difficult to assess in regions where suburban sprawl is rapidly increasing land de-
velopment, road density, and traffic rates. We developed a model of connectivity among vernal pools for the
Jour ambystomatid salamanders that occur in Massachusetts and applied it to the nearly 30,000 potential
ephemeral wetlands across the state. The model was based on a modification of the kernel estimator (a density
estimator commonly used in home range studies) that takes landscape resistance into account. The model was
parameterized with empirical migration distances for spotted salamanders (Ambystoma maculatum), disper
sal distances for marbled salamanders (A. opacum), and expert-derived estimates of landscape resistance. The
model ranked vernal pools in Massachusetts by local, neighborbood, and regional connectivity and by an in-
tegrated measure of connectivity, both statewide and within ecoregions. The most functionally connected pool
complexes occurred in southeastern and northeastern Massachusetts, areas with rapidly increasing suburban
development. In a sensitivity analysis estimates of pool connectivity were relatively insensitive to uncertainty
in parameter estimates, especially at the local and neighborbood scales. Our connectivity model could be used
to prioritize conservation efforts for vernal-pool amphibian populations at broader scales than traditional
pool-based approaches.

Keywords: Ambystomatidae, Ambystoma opacum, Ambystoma maculatum, amphibian conservation,
metapopulation, pond-breeding amphibian, resistant-kernel model, seasonal pond, vernal pool

Un Modelo de Nucleo Resistente de la Conectividad para Anfibios que se Reproducen en Charcos Vernales

Resumen: Las poblaciones de anfibios que se reproducen en charcos operan en escalas miuiltiples, del charco
individual al habitat circundante al grupo de charcos. Cuando la dinamica de la metapoblacion juega un papel
en la viabilidad a largo plazo, los esfuerzos de conservacion limitados a la proteccion de charcos individuales
o aun charcos asociados con babitat circundante pueden ser inefectivos a largo plazo si no se mantiene
la conectividad entre charcos. La conectividad se vuelve especialmente importante y dificil de evaluar en
regiones donde la expansion urbana esta incrementando rapidamente el desarrollo de tierras, la densidad
de caminos y las tasas de trdfico. Desarrollamos un modelo de conectividad entre charcos vernales para las
cuatro especies de salamandras ambystomoideas que ocurren en Massachussets y lo aplicamos a los casi
30,000 potenciales bumedales efimeros en el estado. El modelo se baso en una modificacion del estimador
de niticleo (un estimador de densidad utilizado comiinmente en estudios de rango de bogar) que toma en
consideracion la resistencia del paisaje. El modelo fue parametrizado con distancias de migracion empiricas
para Ambystoma maculatum, distancias de dispersion para A. opacum y de la resistencia del paisaje derivada de
estimaciones por expertos. El modelo clasifico los charcos vernales en Massachussets por la conectividad local,
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vecinal y regional y por una medida integrada de la conectividad, tanto estatal como dentro de ecoregiones. Los
complejos de charcos mds conectados funcionalmente ocurrieron en el sureste y noreste de Massachussets, que
son areas con desarrollo suburbano en rapida expansion. Mediante andlisis de sensibilidad, las estimaciones
de la conectividad de charcos fueron relativamente insensibles a la incertidumbre en la estimacion de los
parametros, especialmente en las escalas local y vecinal. Nuestro modelo de conectividad podria ser utilizado
Dpara priorizar los esfuerzos de conservacion de poblaciones de anfibios de charcos vernales a escalas mds
amplias que las basadas tradicionalmente en charcos individuales.

Palabras Clave: Ambystomatidae, Ambystoma opacum, Ambystoma maculatum, anfibios que se reproducen
en charcos, charcos vernales, conservacion de anfibios, metapoblacién, modelo de nicleo resistente

Introduction

Conservation of vernal-pool amphibians must account for
the multiple spatial scales of population dynamics. Vernal-
pool amphibians such as the ambystomatid salamanders
typically exist in local populations associated with dis-
crete breeding pools. With low dispersal rates and the
potential for asynchronous dynamics among local popu-
lations, metapopulation dynamics may play an important
role in long-term population persistence (Semlitsch 2003;
Gamble 2004; Smith & Green 2005). Conservation efforts
limited to the protection of individual pools or even pools
with associated upland habitat may be ineffective over the
long term if connectivity among pools is not maintained
(e.g., due to the loss of individual wetlands or because
of intervening roads or development; Gibbs 1993; Gibbs
& Shriver 2005). Nevertheless, broad-scale efforts to ad-
dress pool connectivity can be complicated because of
the large number of ephemeral wetlands in a region and
the difficulty of prioritizing pools and surrounding up-
lands for conservation.

Vernal pools in eastern North America support di-
verse faunal communities. These small fishless wetlands
provide habitat for many obligate invertebrates and am-
phibians, including ambystomatid salamanders (Colburn
2004). Conservation of vernal pools has usually focused
on protecting pool basins themselves, often with small
terrestrial buffers. Although this strategy may accommo-
date flying or wind-dispersed invertebrates, it is inad-
equate for vernal-pool amphibians, which spend most
of their lives in uplands and must disperse overland
(Semlitsch 1998; Gamble et al. 2006). In Massachusetts
conservation concern is focused on salamanders in the
family Ambystomatidae, including marbled salamanders
(Ambystoma opacum), spotted salamanders (4. macula-
tum), Jefferson’s salamanders (4. jeffersonianum), blue-
spotted salamanders (A. laterale), and a number of clonal
lineages of A. jeffersonianum x A. laterale hybrids. At the
state level the marbled salamander is listed as threatened
and Jefferson’s and blue-spotted salamanders are listed as
special concern (Kenney & Burne 2000). All four of these
species breed in vernal pools, which support the egg and
larval life stages, but upland forests provide habitat for
juveniles and adults.
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Population dynamics of vernal-pool amphibians may
be evaluated at four discernable ecological scales: (1) the
breeding pool or basin, (2) the breeding pool with sur-
rounding upland habitat, (3) neighboring pools and up-
land habitat, and (4) clusters (groups of groups) of pools
in a broader regional framework. The pool itself is likely a
primary determinant of population size and stability. Be-
cause adults exhibit high breeding-site fidelity (Whitford
& Vinegar 1966; Pechmann et al. 1991; L.R.G., unpub-
lished data), each vernal pool generally supports a distinct
breeding population. Pools vary in habitat quality, sup-
porting populations that vary widely among pools and
across years (Pechmann et al. 1991; Skelly et al. 1999).
Pool hydroperiod seems to be the most important vari-
able structuring vernal-pool communities (Semlitsch et
al. 1996; Skelly et al. 1999; Snodgrass et al. 2000; Colburn
2004).

The second scale is the pool with its surrounding up-
land habitat, or the “life zone” (Semlitsch 1998). Am-
bystomatids spend 90-95% of their lives in upland forests,
up to several hundred meters from breeding pools (Seml-
itsch 1998), and upland habitat may overlap for several
breeding pools. Clearly, protecting pools without this
upland habitat does little for even the short-term per-
sistence of populations. Although the details of upland
habitat use is an area of active research (e.g., see Madi-
son & Farrand 1998; Faccio 2003; Regosin et al. 2003;
McDonough-Haughley & Paton 2007), a reasonable sur-
rogate for the availability of upland habitat is simply the
amount of forested area surrounding a pool that is acces-
sible to individual salamanders (e.g., not across a major
road; Guerry & Hunter 2002; Homan et al. 2004).

At a third scale, connectivity among populations rep-
resents the degree to which dispersal may support
metapopulation processes. If dispersal (defined as demo-
graphic and genetic exchange among populations, as op-
posed to migration, which is annual upland movement
within a population) among pool-centered populations
is low but not zero, then pools and their surroundings
represent discrete populations with the potential for oc-
casional gene flow and demographic interactions (such
as colonization and the rescue effect; Brown & Kodric-
Brown 1977). If all populations have a high potential
for extinction over time, and if these extinctions are
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neither synchronized nor deterministic, then populations
show metapopulation structure (Hanski & Gilpin 1991).
Recent research on ambystomatid salamanders provides
evidence for metapopulation structure in at least some
populations (Gamble 2004; Smith & Green 2005; but see
references in Marsh & Trenham 2001). If ambystomatids
do generally operate in metapopulations, conservation at
the scales of pool and local upland habitat is insufficient
to ensure persistence over the long term because even
in the absence of anthropogenic stressors, many (or even
all) populations are expected to become extinct due to
stochastic fluctuations over decades or centuries. If con-
nectivity among pools is interrupted, natural dispersal
that enables recolonization, rescue effects, and gene flow
will not support metapopulation processes. Over long
time periods connectivity takes place at even broader spa-
tial scales because the contribution of dispersers from
neighboring pools depends in part on how connected
these pools are to more distant pools. Metapopulations in
broader connected clusters may be more likely to persist
than those in smaller clusters. Thus, regional connectivity
is structured by the connectivity among clusters of pools
at multiple spatial scales. For the sake of convenience,
we lump these poorly understood broader scales into a
fourth, broadly defined, “regional scale.”

A number of strategies have been used to assess the
functional connectivity (organism based, see Calabrese
& Fagan 2004) of amphibian populations at one or more
of these scales. For example, Ray et al. (2002) used a
least-cost path approach to evaluate migratory connec-
tivity (“local” scale) for the common toad (Bujfo bujo)
and the alpine newt (Triturus alpestris) for 127 ponds in
Geneva, Switzerland. Their model showed some success
in predicting presence and absence of toads across their
study ponds. Rustigian et al. (2003) developed spatially
explicit population models integrating multiple scales for
four common amphibians in two Iowa watersheds. This
approach allowed comparison of the effects of alterna-
tive land-use scenarios on populations of these species.
In a third approach Pyke (2005) used graph theory to
model linkages (“neighborhood” scale) among 122 wet-
lands used by the California tiger salamander (A. cali-
Jforniense) as part of a fuzzy-logic-based decision-support
system for conservation action.

We present a modeling framework for assessing the
three broader scales of connectivity. These scales are the
most intractable to assess in the field; in fact, empirically
assessing connectivity is unlikely to be feasible for more
than a handful of pools in any region due to the costs and
time required for mark-recapture or genetic studies. We
applied our model to all four Massachusetts ambystom-
atids because of their relatively similar breeding and up-
land habitat associations. A new metric, the resistant-
kernel estimator, is used to assess functional interpool
connectivity at the neighborhood and regional scales, and
a modification of this metric is used to assess connectiv-
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ity of pools to local upland habitat. We used empirically
based migration and dispersal parameters, expert-derived
landscape resistance values, and statewide land-use cov-
erages to rank almost 30,000 photointerpreted potential
vernal pools in Massachusetts by their modeled level of
connectivity at each scale. The resulting rank scores can
be used to help identify vernal pools that have intact up-
land habitat and are highly connected across the land-
scape for groundtruthing and focused conservation ac-
tion.

Methods

The resistant-kernel estimator is a hybrid between two
existing approaches, the kernel estimator and least-cost
paths with resistant surfaces. The kernel estimator (Sil-
verman 1986; Worton 1989) is a density estimator com-
monly used for home range analysis in radiotelemetry
studies. Given two-dimensional data (e.g., X, y points)
it produces a three-dimensional surface representing
an estimate of the underlying probability distribution
by summing across bivariate curves centered on each
sampled point. Resistant surfaces are being increasingly
used in landscape ecology, replacing the binary habi-
tat/nonhabitat classifications of island biogeography and
classic metapopulation models with a more nuanced ap-
proach that represents variation in habitat quality (Rick-
etts 2001). A resistance value is typically assigned to each
cover type in a land-cover map, representing a divisor of
the expected dispersal or migration distance of animals
moving through that cover type. Least-cost path analysis
is then used to find the shortest functional distance be-
tween two points. This least-cost path approach can be
extended to a multidirectional approach that measures
the functional distance from a focal cell to every other
cell in the landscape within a maximum dispersal or mi-
gration distance. Such a least-cost “kernel” is a surface that
can be scaled to represent the probability of an individual
dispersing from the focal cell arriving at any other point
in the landscape. The resistant kernel estimator is calcu-
lated by creating a least-cost kernel for each focal cell that
represents a source of dispersers (i.e., each vernal pool)
and summing across all kernels at each cell (Fig. 1).

The cost assigned to each cover type in the resis-
tant surface represents an integration of the willingness
of an animal to cross this cover type, the physiological
cost of moving, and the reduction in survival for an or-
ganism moving across the landscape. Empirical data on
these costs for ambystomatid salamanders are sparse. In
a field experiment in which metamorphs were released
in enclosed runs, Rothermel and Semlitsch (2002) recap-
tured spotted salamander (4. maculatum) metamorphs
at twice the rate in forested runs than open fields, sug-
gesting that survival rates in forests are approximately
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Figure 1. An example of standard versus resistant-kRernel estimator applied to a number of potential vernal pools:
(a) potential vernal pools represented as points on the landscape, (b) standard-kernel estimator (h = 399.6 m)
applied to these pools (darker shading represents bigher probability of a dispersing salamander arriving at a
Dparticular point and thus bigher connectivity), (¢) pools with roads and land use included in representation,

(A) resistant-kernel estimator (h = 399.6 m) applied to pools, taking roads and land use into account.
Resistanit-kRernel values are reduced (in comparison with the standard-Rernel estimator) by bighly resistant

land-cover types such as roads.

double that in fields. McDonough-Haughley and Paton
(2007) similarly found reduced survival rates in radio-
tracked adult spotted salamanders on golf courses com-
pared with forests. deMaynadier and Hunter (1999) ex-
perimentally released wood frog (Rana sylvatica) meta-
morphs in artificial pools along a forest-powerline edge;
recapture rates (interpreted as the result of habitat selec-
tion) were positively associated with canopy and under-
story density.

Given the paucity of empirical data, we used expert
opinion to parameterize resistance values. We met with a
group of seven researchers with field experience on am-
bystomatid salamanders in southern New England. After
discussing our land-cover types and the meaning of resis-
tance values, each expert team member independently
assigned a resistance value for each land-cover type for
juvenile and adult marbled salamanders. The team then
discussed how these values might differ for other am-
bystomatids in Massachusetts. For each cover type we
took a trimmed mean (by dropping the lowest and high-
est value before taking the mean). These were the land-
scape resistance values we used in the model (Table 1).
Resistance values for vernal pool and forest were fixed
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at 1.0, the optimal value, and all other values were rela-
tive to this optimum. Given our cell size, resistances > 40
act as an absolute barrier. When running the model the
resistance value for each cell was multiplied by the three-
dimensional Euclidean distance between cell centers to
account for diagonally adjacent cells and slopes.

Local Connectivity

We modeled local connectivity (Fig. 2a) between breed-
ing pools and upland habitat by setting the kernel band-
width » (the standard deviation of a bivariate normal
curve) to the expected upland migration distance, based
on radiotelemetry data for spotted salamanders in Rhode
Island (McDonough-Haughley & Paton 2007). We set b to
the 66th percentile of maximum migratory distances from
pools for 28 spotted salamanders tracked through forests,
or 124 m. As a check on this parameter estimate, we com-
pared percentiles of maximum migratory distances with
those of eight spotted and eight Jefferson salamanders
tracked in Vermont (Faccio 2003). Percentiles were gen-
erally similar; the 66th percentile was 97 m.
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Table 1. Resistance values* (trimmed mean with range in
parentheses) assigned by seven expert team members to each
land-cover type for dispersing Ambystoma opacum juveniles and for
migrating A. maculatum adults.

Cover type Dispersal Migration
Vernal pool 1.0 (1-1) 1.0 (1-D
Forest 1.0 (1-1) 1.0 (1-D
Old field 3.4 (2-5 3.2 (2-5
Powerline 3.2 (2-5) 3.0 (2-5)
Pasture 9.2 (5-20) 8.6 (5-20)
Row crop 10.2 (4-15) 9.7 (4-15)
Orchard 6.4 (3-15) 6.2 (2.3-15)
Nursery 6.8 (4-15) 6.6 (3-15)
Pond/lake 22.0 (10-40) 10.6 (5-20)
Salt marsh absolute barrier absolute barrier
Nonforested wetland 3.0 (2-5) 2.5 (2-5)
Low-density residential 6.8 (4-15) 6.4 (2-15
High-density residential ~ 12.6 (4-30) 9.8 (3-30)
Urban 26.0 (10-40) 24.0 (10-40)
Expressway 39.0 (30-40) 37.0 (30-40)
Major highway 32.6 (20-40) 30.6 (20-40)
Major road 16.4 (10-35) 14.9 (7.5-31.5)
Minor street or road 7.2 (2-20) 6.6 (1.5-20)
Unpaved road 4.8 (1-10) 4.4 (1-10)
Railroad 15.0 (4-40) 14.2 (3.8-40)
Stream: 1st order 1.3 (1-3) 1.3 (0.8-3)
Stream: 2nd order 2.8 (2-5) 2.6 (1.5-5)
Stream: 3rd order 12.6 (8-30) 12.0 (6-30)
Stream: 4th order 33.0 (15-40) 32.4 (11.3-40)

*Resistance values represent the estimated integrated costs of
movement and survival through each cover type. A resistance
value of 1 indicates minimal resistance (i.e., movement through
preferred babitat, a resistance of 2 means that an individual would
be expected to successfully move balf as far as the preferred habitat,
and a maximum resistance of 40 indicates a complete barrier.

A single resistant kernel for each pool represented
the expected probability distribution of terrestrial habi-
tat use. We summed the cell values of each pool’s ker-
nel across forested and vernal-pool cells (rather than sum
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across all kernels at each cell, as in the kernel estimator) to
give the proportion of upland habitat available relative to a
kernel in intact optimal habitat (i.e., a pool surrounded by
continuous forest). This quantity ranged from near O (for
a pool with no accessible upland habitat) to 1 (for a pool
with optimal upland habitat). This approach differs from
simply counting the amount of forest in a circle around
each pool in two ways. First, for each pool, forested cells
were scaled by the distance from the pool to account for
the distribution of expected migratory distances. Second,
this approach accounted for differential survival and will-
ingness to cross different land-cover types such as golf
courses or roads.

Neighborhood Connectivity

‘We modeled neighborhood connectivity (the number of
dispersers each pool was expected to receive directly
from populations associated with neighboring pools; Fig.
2b) with the estimated dispersal distance of marbled sala-
manders as the kernel bandwidth 4. Dispersal distances
were fit to empirical data from a 7-year study of mar-
bled salamander dispersal among 14 vernal pools in South
Hadley, Massachusetts (L.R.G., unpublished data). Disper-
sal distances are typically fit to a negative exponential
distribution (Berven & Grudzien 1990; Trenham et al.
2001) to represent both philopatric and dispersing in-
dividuals. We chose to fit dispersal distances to a normal
curve for two reasons. First, kernel estimators require a
rounded, rather than sharply peaked, distribution (Silver-
man 1986). Second, observed philopatry in our study pop-
ulation was so high (>90%; L.R.G., unpublished data) that
a single exponential curve fit the data poorly. Therefore,
we separated the philopatric and dispersing animals. For
our purposes only the dispersing animals were of interest.

Figure 2. Examples of the resistant-kernel estimator at three scales in a landscape with a focal pool (star), five
neighboring pools (circles), and two roads: (a) local scale, showing connectivity to upland habitat from the focal
pool; (b) neighborbood scale, showing the probability of the focal pool receiving dispersing animals from each
neighboring pool; and (¢) regional scale, with dark outline indicating pools that are interconnected by a specified
level of dispersal. Darker shading indicates greater connectivity at each scale.
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Although we assumed that prebreeding juveniles are the
primary dispersers, our empirical measures were of life-
time dispersal (individuals marked as juveniles breeding
at non-natal pools as adults). Thus, the lifestage at which
dispersal takes place did not have a major effect on the
model. The standard deviation of the normal dispersal
curve (corresponding to the kernel bandwidth ») was
399.6 m (L.R.G., unpublished data).

At the neighborhood scale connectivity represents the
expected number of dispersing animals arriving at a pool
from neighboring pools annually. We modeled neighbor-
hood connectivity by applying a resistant kernel (scaled
to sum to 1, thus representing the probability of a sin-
gle individual dispersing to each point surrounding the
pool) to each pool and summing across kernels, creat-
ing a cumulative kernel surface (as in a standard kernel
estimator). The value at the center of each kernel was
subtracted from each pool so that the model represented
the contribution of dispersers from neighboring pools.
We sampled this surface at each pool to yield the neigh-
borhood connectivity metric.

Regional Connectivity

Connectivity at a regional scale measured the size of
pool clusters with a specified level of dispersal among
pools. This was simply a matter of slicing the cumu-
lative kernel surface at a selected height and counting
the number of pools in each cluster (Fig. 2¢). If popu-
lations and expected numbers of dispersers were con-
sistent among pools, a regional slice could be taken at,
for instance, one arriving disperser per generation (Mills
& Allendorf 1996). Nevertheless, breeding populations
of ambystomatid salamanders vary considerably among
pools, and many pools do not support populations at all.
Without an estimate of pool-based populations (which
would require at least some knowledge about individ-
ual pools), determination of regional-scale connectivity
becomes somewhat arbitrary. Because our goal was to
differentiate among pools for conservation prioritization,
we selected the scale that best distinguished among the
top 50% of pools. We did this by taking a number of slices,
throwing out the 50% of pools with the worst scores, and
selecting the scale that gave the largest number of distinct
values.

Pool Scores

To score pools across the landscape, we took the geo-
metric mean of the three metrics (local, neighborhood,
and regional connectivity) for each pool. Each metric was
first rescaled by percentiles to give a qualitative rank-
ing. The geometric mean, often used to integrate limit-
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ing factors, was used because a pool that is poorly con-
nected at any one scale will be less likely to contribute
to a viable metapopulation. We then rescaled this ge-
ometric mean by percentiles across the state, to give
a final score for each pool of between 0 and 0.99. A
second score was calculated for each pool by rescaling
these final scores by percentile within each of the 13
Environmental Protection Agency Level III ecoregions
(epa.gov/bioindicators/html/usecoregions.html) that fall
within Massachusetts, to give a measure of the most
connected pools within each ecoregion. Thus, each
pool had a percentile for local, neighborhood, and re-
gional connectivity and for these three metrics com-
bined at the statewide and ecoregional levels. These
results can be used to select, for instance, the 5% of
pools across the state with the highest scores to be used
for conservation prioritization. Full results are available
(both as a text file and GIS coverage) at the University
of Massachusetts Landscape Ecology Program Web site
(www.umass.edu/landeco).

Sensitivity Analysis

There was a high degree of uncertainty in model param-
eters, due both to the difficulty of obtaining empirical
measures of migration and dispersal, and the nature of our
expert-derived resistance values. We performed a sensi-
tivity analysis designed to bracket likely parameter values
to assess robustness of model results. The sensitivity anal-
ysis was conducted at the three scales by altering each
parameter or set of parameters one at a time and com-
paring results with those from the standard model. At the
local scale we altered migratory distance £ 50% (to 62
and 186 m) and used the lowest and the highest expert-
supplied resistance values (Table 1; these extreme values
were omitted in calculating the trimmed mean resistance
for the standard model). At the neighborhood scale we
altered dispersal distance + 50% (to 200 and 600 m) and
used lowest and highest resistance values. At the regional
scale we altered dispersal and resistance as for the neigh-
borhood scale and maximized differentiation among the
top 25% and top 75% of pools. For each sensitivity run
we calculated the coefficient of determination (%) be-
tween the results at the chosen scale (transformed to per-
centiles) with the results from the standard model. High
values of 7? indicated that the chosen parameter had little
leverage on the ranking of pools, whereas low values in-
dicated that the results were sensitive to the parameter in
question. To address the question of whether results were
affected by resistance values at all (as opposed to simply
the arrangement of pools on the landscape), we also com-
pared the standard model run to a run with all resistance
values set to 1.0, thus removing the effect of landcover
resistance from the model. Finally, to assess the effect of
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the geographic scope on pool scaling, we calculated the
correlation between pools scored across the entire state
and scores rescaled within each ecoregion.

GIS Data

The GIS data consisted of potential vernal pools, land
use, roads, streams, and slope. Potential vernal pools
were photointerpreted from 1:12,000 color infrared aerial
photographs by the Massachusetts Natural Heritage and
Endangered Species Program (Burne 2001). These data
consist of point locations of nearly 30,000 potential ver-
nal pools across the state and have not been extensively
field validated. Known errors of omission include pools
<40 m across, pools under conifer canopy and pools em-
bedded in larger wetlands; errors of commission include
tree shadows, small permanent ponds, and seeps and
shallow pools with extremely short hydroperiods (Burne
2001). Land-use data were photointerpreted from 1999
aerial photographs by the University of Massachusetts
Resource Mapping Unit and included 24 cover classes
(Table 1). Road data were photointerpreted by the Mas-
sachusetts Highway Department and categorized into six
classes. Streams were classified by order on the basis of
stream center lines. All data layers were converted to
a 30-m grid and combined into a comprehensive land
cover with each potential vernal pool represented by
a single cell. Source data are available from the Mas-
sachusetts Office of Geographic and Environmental In-
formation (www.state.ma.us/mgis).

We completed GIS and statistical analyses with ArcInfo
(version 9.1, Environmental Systems Research Institute,
Redlands, California), JMPIN (version 3.0.2, SAS Institute,
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Cary, North Carolina), and programs written by B.W.C.
in APL+Win (version 6.0, APLNow, Brielle, New Jersey)
and by E. Ene in Visual C++ (version 6.0, Microsoft, Red-
mond, Washington, D.C.).

Results

Potential vernal pools across Massachusetts were ranked
at each of the three scales of connectivity and given a com-
bined score. Pools and their combined rankings were dis-
tributed unevenly across the state, with the highest con-
centrations of high-valued pools generally following the
highest concentrations of potential vernal pools. These
were located mostly in the coastal plain, particularly in
Bristol, Middlesex, Essex, and Plymouth counties.

Values forlocal connectivity were distributed uniformly
(values vs. ranks, 7> = 1.000). Values for neighborhood
connectivity were long tailed (reciprocal of values vs.
ranks, 72> = 0.991). The regional scale also had a long
tail, with clumping at the upper end, because all pools
in larger clusters had the same value (log of value vs.
ranks, > = 0.974). Values were rescaled by percentiles at
each scale to yield uniform distributions. Each pool was
assigned a combined score by taking the geometric mean
across the three scales (Figs. 3 & 4).

Sensitivity Analysis

Results of the sensitivity analysis (Table 2) indicated that
pool rankings were relatively insensitive to the parame-
ter values we used, suggesting that the model was robust
to modest estimation errors in migration and dispersal
distances and to the expert-based estimates of resistance

Figure 3. Combined pool scores
(integrated level of vernal-pool
connectivity across all three scales)
Jfor a small area, with roads for
context. Scores represent the
percentile for each pool based on all
three scales of connectivity. A score
of 0.99 represents the 1% most
connected pools in the landscape
(across scales).
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values. Local and neighborhood rankings were quite sta-
ble (all * > 0.86), whereas rankings at the regional scale
were less so. The greater instability of regional rankings
was not surprising because scores were assigned on the
basis of the number of pools in a cluster, so changes in
parameters that resulted in large clusters being split or
joined could radically change the scores for many pools.

Results of the null resistance model (Table 2) were not
highly correlated with results of the standard model at
the local and regional scales; however, at the neighbor-
hood scale, the standard and no-resistance runs were cor-
related (#? = 0.79). The median reduction in raw neigh-
borhood pool scores in the standard versus the null resis-
tance model was 5.5% (interquartile range = 1.4-13.5%).

Finally, the correlation between combined pool scores
rescaled within each ecoregion to scores scaled across
the entire state was relatively low (> = 0.24). This was
an expected result of changing the scope of the analysis;
such a rescaling elevates scores of pools in ecoregions
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Figure 4. Vernal-pool connectivity
scores (integrated across all three
scales) for all pools across
Massachusetts: (a) combined pool
scores across Massachusetts and
(b) pool scores by ecoregion (black
circles, 10% most connected pools;
small dots, 90% least connected
pools; gray lines [in b], ecoregion
boundaries).

with relatively low scores overall at the expense of higher-
scoring pools in ecoregions with generally higher scores
(Fig. 4).

Discussion

The density of potential vernal pools was strongly re-
flected in the connectivity metrics. Although it was not
possible to explicitly partition variance between land-
scape resistance and pool configuration, the null resis-
tance model (Table 2) suggested that, at the neighbor-
hood scale, pool scores reacted primarily to pool config-
uration rather than landscape resistance. Unfortunately,
the densest groupings of potential vernal pools and thus
the largest clusters of highest-ranked pools were in the
coastal plains of Essex, Middlesex, Bristol, and Plymouth
counties, on the leading edge of suburban sprawl from



Compton et al.

Table 2. Correlations between pool scores (rankings of connectivity
among pools for ambystomatids at each scale) from standard-model
run and scores from sensitivity-analysis runs.”

1,,2

Scale Parameter lower® upper? null®
Local migratory distance 0.90 0.96
(E50%)

resistance values” 0.96 0.99  0.02
Neighborhood dispersal distance 0.86 0.95

(£50%)
resistance values 0.96 0.97 0.79
Regional dispersal distance 0.55 0.72
(£50%)
resistance values 0.56 0.57 0.15

top 25% / top 75%  0.72 0.59

“YHigh correlations indicate the model is insensitive to parameter
values.

b Resistance values are estimates of costs of moving through each
cover type set by expert opinion. The resistance values used in the
standard model were the trimmed mean for each cover type. In the
sensitivity analysis, results of the standard model were compared
with those from a model based on the minimum resistance across
experts for each cover type and with the maximum resistances.
“Correlation between results of standard model and those from runs
with minimum parameter values.

4 Correlation between results of standard model and those from
runs with maximum parameter values.

¢Correlation between results of standard model and those from run
with all resistance values set to 1.0.
f For the standard model, the scale was chosen to maximize
differentiation among the top 50% of pools. In this sensitivity
analysis, scales were chosen to maximize the top 25% and top 75%
of pools.

the Boston metropolitan area (Fig. 4a). The model sug-
gested that despite current levels of development, pools
in these areas may still offer the most connected habi-
tat for ambystomatids in Massachusetts and should be a
priority for conservation action.

The resistant-kernel estimator we used was a functional
measure of connectivity that realistically modeled move-
ment across different cover types while avoiding the com-
plexity and computational costs of an individual-based
model. As a functional metric, the resistant-kernel esti-
mator is parameterized on the basis of the biology of
particular organisms, as opposed to structural metrics,
which measure connectivity as a feature of the landscape
(Calabrese & Fagan 2004). We used resistant kernels to ex-
plicitly model connectivity at multiple scales, thus allow-
ing separate assessment of each scale, trade-offs among
scales, and integration across scales.

Sensitivity Analysis

The sensitivity analysis suggested that the model results
at the regional scale were less reliable for ranking pools
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than the local and neighborhood scales. Therefore, a user
may choose to omit the regional scale when ranking pools
for conservation action. The relative insensitivity of pool
rankings to changes in resistance values at the local and
neighborhood scales suggested that expert-based resis-
tance values need not be precise (a clearly unattainable
goal), but it did bring up the question of whether re-
sistance values (and thus land cover) have any effect on
model results. Were pool rankings primarily a reflection
of the arrangement and density of pools on the landscape?
A comparison of results of the null resistance model with
the standard model indicated that at the local and re-
gional scales landscape resistance played a large role in
pool rankings. At the local scale the null model simply
reflected the amount of upland habitat available to each
population; the low agreement with the standard model
suggested that habitat configuration (and thus landscape
resistance) played a major role. Likewise, at the regional
scale, the null model simply reflected the density and
configuration of pool clusters; the low agreement with
the standard model suggests that land-cover patterns in
the intervening landscape between clusters of pools has
the potential to significantly affect connectivity at these
broader scales. However, at the neighborhood scale, there
was fairly strong agreement between the standard and
null resistance models in ranking of pools (Table 2). At
this scale, the null model reflected the density and config-
uration of nearby pools; the agreement with the standard
model suggested that landscape resistance between pools
in a cluster had relatively little effect on connectivity at
this scale.

Pool rankings were sensitive to the geographic scope
of analysis. Rescaling by percentiles within each ecore-
gion provided an assessment of the most connected pools
within each region. These geographically nested analyses
allow targeting of both the most connected pools across
the state (which were skewed heavily to eastern Mas-
sachusetts) and the most connected pools within each
ecoregion.

Conservation Application

The large number of potential vernal pools across Mas-
sachusetts would preclude site visits to more than a small
fraction. At the same time landscape-scale issues such as
connectivity and, to some extent, availability of upland
habitat, are difficult to assess objectively in the field. Cur-
rent regulatory protection mechanisms focus on the pool
basin and a small (31 m) buffer around each pool, leaving
upland habitat and connectivity to be assessed on a case-
by-case basis. As a result, at these broader scales, there is
little effective protection from the cumulative effects of
development.
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We propose a strategic framework for conservation of
vernal pools at multiple scales. Our approach is hierarchi-
cal, starting from a broad landscape scale, and allows for
flexibility in matching efforts to available resources. The
model of habitat connectivity presented here would be
used in the initial step. Conservation planners could use
the results from our model statewide or across a smaller
region of interest (e.g., ecoregion, watershed, or town).
Pools with high scores for connectivity would be iden-
tified. Such identification could take other variables into
account, such as proximity to protected open space. De-
pending on the resources available, this could include the
top 1%, 10%, or more—such use of qualitative metrics is
to some extent a political, rather than a biological decision
(e.g., What percentage of vernal pools need protection at
all scales?). The result of this step would be the identi-
fication of hotspots of potential vernal pools with high
connectivity to other pools and intact upland habitat.

Once clusters of high-ranking potential vernal pools
are identified, field validation could target these subsets
of pools. Such efforts could make use of volunteers, as
has been previously done effectively in Massachusetts.
Depending on available resources, field validation could
range from confirming the existence of standing water
during various seasons as an estimate of hydroperiod
(e.g., from aerial photos), to biologically based pool cer-
tification, to more intensive work targeted at confirm-
ing the presence of rare species (such as marbled sala-
manders) and estimating populations sizes. This two-step
process is a highly efficient way to identify vernal pools
with high conservation value for ambystomatids. Such
work must, obviously, be linked to efforts to protect high-
ranking pools, their surrounding upland habitat, and con-
nections among pools.

Our model results allow assessment of pools at each
of the three scales independently, assessment of pools
based on the integrated score, or exploration of trade-
offs among the different scales. Although our integrated
score is based on equal weighting of the three scales, the
scores at each scale may be given weights reflecting the
purported importance of each scale before integration. If
surveys allow assignment of a value that reflects breeding
habitat quality of each pool in an area, these values can
be easily incorporated as a fourth scale in the integrated
score.

The results of the model were not scaled and parameter-
ized appropriately to cover other taxa that use or require
vernal pools (such as obligate vernal-pool invertebrates or
turtles that feed on vernal-pool species). To some extent,
by targeting clusters of vernal pools in intact uplands,
other vernal-pool species may also be protected. This
is less likely to be true for invertebrates with extremely
patchy distributions and dispersal that is either strongly
limited or takes place at much broader scales than sala-
manders. A pool is not necessarily a low conservation
priority simply because it is poorly connected. Many iso-
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lated pools or small clusters of pools may support rare
species or genotypes, or may contain sufficiently robust
salamander populations to persist over the long term de-
spite their isolation. Isolated pools in urban areas can also
provide important educational or “wilderness” values to
humans.

When applying this model to individual ambystomatid
species the output should first be clipped to the approxi-
mate range of the species within Massachusetts. The mar-
bled salamander, for instance, apparently does not occur
in north-central Massachusetts or in the higher elevations
of western Massachusetts.

Assumptions and Limitations

A modeling effort such as ours carries a number of as-
sumptions. We assumed that land use and road data were
correct and that the categories assigned were meaning-
ful. Roads, for example, were classified by size (Table
1), which is assumed to correspond to the more ecologi-
cally meaningful road width and traffic rate. In addition,
land use does not correspond exactly to land cover. For
instance, “low-density residential” includes both mowed
lawns and small patches of forested areas. Finally, these
data may carry positional errors. All of these potential
sources of error may affect model results to some extent,
but are unlikely to have a major effect. Gross misclassifica-
tions in land use, most likely caused by land-use changes
since the coverage was created in 1999, are likely to have
a larger effect.

The model relied heavily on the photointerpreted po-
tential vernal pools coverage (Burne 2001), which has not
been field validated extensively. Errors of omission and
commission will affect our results. More important, each
vernal pool was represented as a point in the landscape;
thus, we assumed that all pools provide ecologically equal
habitats (and essentially, equal population sizes) for the
species under consideration. In reality the size, hydrope-
riod, water chemistry, and other features of vernal pools
vary widely. These pool-scale factors are probably the pri-
mary determinants of local amphibian populations. In am-
phibian metapopulations there is a strong source-sink as-
pect to metapopulation dynamics among pools because
pools vary in habitat quality. Representing these impor-
tant pool-scale factors requires extensive local (and usu-
ally field based) information that is unavailable at the large
extents we addressed. Thus, our model addressed connec-
tivity among pools and to upland habitat, assuming that
pools themselves are equal. We see this model as an im-
portant first step in estimating the relative conservation
value of different pools that should be followed up with
more intensive study of selected pools at the local scale.

Our model was static, based on a current snapshot of
the landscape. Thus, it did not account for the effects
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of land history or future changes in land use. Land-use
history may have an important effect on the distribu-
tion of vernal-pool amphibians because more than half
of the forests in Massachusetts were converted to agricul-
ture during the eighteenth and nineteenth centuries and
much of this land has since become reforested (Hall et al.
2002). Thus, many amphibian populations may have been
extirpated because of the loss of upland habitat and have
yet to recolonize currently available habitat. There is also
likely to be a time lag as upland habitat is developed and
connections are lost among pools because metapopula-
tion dynamics play out over many generations, which in
long-lived species such as spotted salamanders (Flageole
& Leclair 1992) may take several decades or longer. Our
model represents the current connectivity among pools,
whereas past connectivity is likely a more important de-
terminant of current population distribution (Findlay &
Bourdages 2000). Finally, future changes in land use and
traffic levels will continue to affect connectivity among
pools.

Our model depended on several poorly known parame-
ters: dispersal and migration distances and the resistance
of different land uses and road types. We obtained es-
timates of movement and life-history parameters from
empirical field studies of spotted and marbled salaman-
ders and thus assumed that these data were representa-
tive of ambystomatid salamanders across Massachusetts.
Although some variation is likely in migration and disper-
sal distances and landscape resistance among these four
species, field work has not yet demonstrated such differ-
ences. Our model assumed that dispersal is random and
nondirectional; thus it focused on available upland habi-
tat and among-pool connections rather than predicted ac-
tual movements. We assumed the shape of the dispersal
curve is normal. Sufficient data do not currently exist for
these species to allow confident distinction among dif-
ferent dispersal distribution models. Finally, we used ex-
pert opinion to obtain resistance values for each land-use
type and road size. Empirical resistance values are poorly
known, although recent and current field experiments
are addressing this issue (Rothermel & Semlitsch 2002).
Sensitivity analysis suggests, however, that the model re-
sponded more strongly to pool arrangement and land
cover than to the particular values of migration, dispersal,
and resistance values.

Another issue omitted from the model is an analysis
of key pools (or sets of pools) that act as critical links
or “stepping stones” to connect two or more clusters of
pools. If these key pools (or linkages to and from these
pools) are destroyed or degraded, a large complex of in-
terconnected pools could be split into two smaller com-
plexes, with potential implications for metapopulations
they support (Semlitsch & Bodie 1998). Identifying pools
that contribute disproportionally to connectivity would
require an iterative “take-one-out” analysis (e.g., Keitt et
al. 1997; Urban & Keitt 2001). At the scale of this anal-
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ysis, such an approach would be computationally infea-
sible; perhaps future investigation along these lines will
provide valuable insights on critical pools or groups of
pools.
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Summary

1. Roadless areas on United States Department of Agriculture (USDA) Forest
Service lands hold significant potential for the conservation of native biodiversity
and ecosystem processes, primarily because of their size and location. We examined
the potential increase in land-cover types, elevation representation and landscape
connectivity that inventoried roadless areas would provide in a northern Rockies
(USA) conservation reserve strategy, if these roadless areas received full protection.
2. For the northern Rocky Mountain states of Montana, Wyoming and Idaho, USA,
we obtained GIS data on land-cover types and a digital elevation model. We calculated
the percentage of land-cover types and elevation ranges of current protected areas
(wilderness, national parks and national wildlife refuges) and compared these with the
percentages calculated for roadless and protected areas combined. Using five landscape
metrics and corresponding statistics, we quantified how roadless areas, when assessed
with current protected areas, affect three elements of landscape connectivity: area,
isolation and aggregation.

3. Roadless areas, when added to existing federal-protected areas in the northern
Rockies, increase the representation of virtually all land-cover types, some by more than
100%, and increase the protection of relatively undisturbed lower elevation lands, which
are exceedingly rare in the northern Rockies. In fact, roadless areas protect more rare
and declining land-cover types, such as aspen, whitebark pine, sagebrush and grassland
communities, than existing protected areas.

4. Synthesis and applications. Landscape metric results for the three elements of land-
scape connectivity (area, isolation and aggregation) demonstrate how roadless areas
adjacent to protected areas increase connectivity by creating larger and more cohesive
protected area ‘patches.” Roadless areas enhance overall landscape connectivity by
reducing isolation among protected areas and creating a more dispersed conservation
reserve network, important for maintaining wide-ranging species movements. We advo-
cate that the USDA Forest Service should retain the Roadless Area Conservation Rule
and manage roadless areas as an integral part of the conservation reserve network for
the northern Rockies.
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Introduction

A growing body of scientific evidence indicates that the
current USA system of federal protected areas (desig-
nated wilderness areas, national parks and national
wildlife refuges) may be too small and disconnected to
protect against the decline and loss of native species
diversity or to accommodate large natural ecosystem
processes (Wright, Dixon & Thompson 1933; MacArthur
& Wilson 1967; White 1987; Wilcove 1989; Baker 1992;
Turner et al. 1993; Noss & Cooperrider 1994; Reice
1994; Newmark 1995; Sinclair et al. 1995; Soule &
Terborgh 1999). Expanding road networks, human set-
tlements, resource extraction and other encroachments
on the landscape have increased the fragmentation and
loss of natural areas. Such disturbances have isolated
many protected areas, causing them to function as
terrestrial ‘islands’ surrounded by a matrix of lower
quality altered lands (Harris 1984; Pickett & White 1985;
Wiens, Crawford & Gosz 1985; Turner 1989; Saunders,
Hobbs & Margules 1991). The long-term persistence of
many species within protected areas is dependent on
the degree of human activities and land-use practices
on lands adjacent to and near protected areas. There is
a need to identify relatively undisturbed lands located
outside protected areas that may increase the potential
of protected areas in maintaining native biodiversity
and certain ecological processes, and to include these
lands within the conservation reserve system before
they are lost or altered.

Inventoried roadless areas, large tracts of relatively
undisturbed land on USA Forest Service lands, are
often left out of landscape assessments for identifying
functional conservation reserves. Only two studies
(DeVelice & Martin 2001; Strittholt & DellaSala 2001)
have analysed the contribution that roadless areas make
to the current protected areas reserve network. How-
ever, more than one-third of inventoried roadless areas
on national forests are adjacent to protected areas
(DeVelice & Martin 2001). They hold the potential to
increase the size and connectivity of designated wilder-
ness areas, national parks and national wildlife refuges,
thus increasing the ability of protected areas to main-
tain natural landscape dynamics and native species
population viability over the long term. Smaller, isolated
roadless areas are also important because they may
contain rare species, capture more habitat variation,
including underrepresented habitat types, and may
function as ‘stepping stones’ that connect current pro-
tected areas across a landscape (Shafer 1995; Strittholt
& DellaSala 2001).

There is a precedent for the protection of national
forest roadless areas. The USA Congress has designated
as wilderness more than half, 6 million ha, of roadless
areas that the Forest Service inventoried in national
forests in the 1970s. In 1998, the Forest Service began
to devise regulations aimed at protection of roadless
area characteristics in national forests. In May 2000,
the agency released its proposed rule, familiarly known

as the Roadless Rule, and draft environmental impact
statement. Eight months later, the Forest Service
adopted the rule. In July 2004, the Forest Service pro-
posed to repeal the Roadless Rule and replace it with a
state petition and rule-making process, which would
offer less protection by presumably opening national
roadless areas to all forest service activities and requiring
state governors to ‘opt in’ Roadless Rule protections
affirmatively for any roadless area.

Included in the Roadless Rule environmental impact
statement was an evaluation of the potential contribu-
tion that protection of roadless areas could make to the
conservation of biodiversity at a national scale (USDA
Forest Service 2000b). In that evaluation, DeVelice &
Martin (2001) found that the inclusion of roadless
areas in the network of federal protected areas would
expand representation of ecoregions in protected areas,
increase the acreage of reserved areas at lower eleva-
tions, and increase the number of areas large enough to
provide refuge for wide-ranging species.

Strittholt & DellaSala (2001) focused on similar
questions at a regional scale for the Klamath-Sikiyou
area in southern Oregon and northern California, USA.
They found that roadless areas protect a wide range of
ecological attributes, especially at mid- to lower ele-
vations, important in this region. They also concluded
that roadless areas increase the connectivity among
ecoregions.

The northern Rocky Mountain states of Montana,
Wyoming and Idaho comprise a region particularly
rich in roadless areas, roughly 2-6 million ha, providing
a unique opportunity to create a relatively intact
reserve design that captures important elements of
conservation for the northern Rockies. Using two key
concepts in conservation biology, biodiversity repre-
sentation and landscape connectivity, we investigated
the potential contributions of national forest roadless
areas to the protected areas reserve network across the
northern Rocky Mountain region.

DIVERSITY REPRESENTATION

An important goal in the design and establishment of
conservation reserves is to represent a full range of
native biodiversity (Shelford 1926; Margules, Nicholls
& Pressey 1988; Church, Stoms & Davis 1996; Possingham,
Ball & Andelman 2000). Even though this goal has
been articulated for some time, most protected areas
are demarcated around areas with high scenic and
recreational attributes (Davis ef al. 1996). As a result,
existing protected areas in the northern Rockies are, for
the most part, concentrated at higher elevations, where
other important elements of biodiversity are most
likely to be poorly represented (Scott et al. 2001).
Representation of a full range of biodiversity in
reserves requires an understanding of all species and
ecosystem processes operating within a given land-
scape. However, many researchers have used ecological
communities and elevation ranges as coarse-scale
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surrogates for native biodiversity in the design of con-
servation reserves (Scott ef al. 1993; Host et al. 1996).
This concept is based on the idea that if a full range of
ecological communities and elevation ranges is pro-
tected, it is more likely that many ecological commun-
ities, wide-ranging species and ecosystem processes will
be maintained in the reserves. In the northern Rockies,
ecological communities are often associated with
elevation gradients (Hansen & Rotella 1999). Hence,
roadless areas situated at middle and lower elevations
may make valuable contributions in protecting many
elements of biodiversity that are currently not well
represented in protected areas (DeVelice & Martin
2001).

LANDSCAPE CONNECTIVITY

Connectivity refers to the degree to which the structure
of a landscape helps or hinders the movement of
wildlife species or natural processes such as fire (Wiens,
Crawford & Gosz 1985; Turner et al. 1993; Noss &
Cooperrider 1994; Bascompte & Solé 1996; With 1999).
A ‘well-connected’ area can sustain important elements
of ecosystem integrity, namely the ability of species to
move and natural processes to function, and is more
likely to maintain its overall integrity compared with a
highly fragmented area.

Roads are highlighted in the scientific literature as
major causes of landscape fragmentation, and function
as barriers to organism movements, resulting in a
reduction of overall landscape connectivity for many
native species. The effects of roads are broad and
include mortality from collisions, modification of ani-
mal behaviour, disruption of the physical environment,
alteration of chemical environments, spread of exotic
and invasive species, habitat loss, increase in edge
effects, interference with wildlife life-history functions
and degradation of aquatic habitats through alteration
of stream banks and increased sediment loads
(Franklin & Forman 1987; Andrews 1990; Noss &
Cooperrider 1994; Reice 1994; Reed, Johnson-Barnard
& Baker 1996; Trombulak & Frissell 2000; McGarigal
et al. 2001). Thus, the addition of roadless areas to
existing protected areas reserve is likely to maintain or
increase landscape connectivity, as well as increase the
integrity of protected areas.

With the advent of landscape metrics, it is now pos-
sible to quantify connectivity for landscapes, land-cover
types, species’ habitats, species’ movements and eco-
system processes across a given region (O’Neill ez al.
1988; McGarigal & Marks 1995; Gustafson 1998; With
1999). Many different metrics that quantify spatial
characteristics of patches or entire landscape mosaics
have been described (Turner & Gardner 1991; McGarigal
& Marks 1995; Ritters et al. 1995; Hargis, Bisonette
& David 1998; Dale 2000; Jaeger 2000; McGarigal &
Holmes 2002). We chose metrics that measure three
elements of landscape connectivity: area, isolation and
aggregation.

Area

It is known that larger areas (patches) generally con-
tain more species, more individuals, more species with
large home ranges and/or sensitive to human activity,
and more intact ecosystem processes than smaller areas
(Robbins, Dawson & Dowell 1989; Turner et al. 1993;
Newmark 1995; Shafer 1995). Higher numbers of patches
will usually contribute to greater resilience of popula-
tions and may also increase the utility of patches that act
as ‘stepping stones’ or connectors across a landscape
(Buechner 1989; Lamberson et al. 1992).

Isolation

The distance between patches plays an important role
in many ecological processes. Studies have shown that
patch isolation is the reason that fragmented habitats
often contain fewer bird and mammal species than
contiguous habitats (Murphy & Noon 1992; Reed,
Johnson-Barnard & Baker 1996; Beauvais 2000; Hansen
& Rotella 2000). As habitat is lost or fragmented, re-
sidual habitat patches become smaller and more isolated
from each other, species movement is disrupted, and
individual species and local populations become
isolated (Shinneman & Baker 2000).

Aggregation

The spatial arrangement of patches may help to explain
how certain species are found in patches located close
together and are not found in patches that are more
isolated, or vice versa (Ritters et al. 1995; He, DeZonia,
& Mladenoff 2000). This concept generally follows
the ideas developed in island biogeography theory
(MacArthur & Wilson 1967) and metapopulation theory
(Levins 1969, 1970).

For some species or natural processes, the isolation
or aggregation of patches across the landscape may be
more important, for others, area may be the key element.
Together, these three elements offer a comprehensive
assessment of theimportance of roadless areas to the main-
tenance of overall landscape connectivity and ecosystem
integrity of current protected areas in the northern Rockies.

In this study, we aimed to assess the extent to which
roadless areas increase biodiversity representation and
landscape connectivity when they are included in the
protected areas reserve network for the northern Rockies.

Methods

STUDY AREA

Of the 84 million ha of land that stretch across Montana,
Wyoming and Idaho in the USA, roadless areas cover
2:6 million ha and existing federal protected areas
(wilderness areas, national parks, special management
areas and national wildlife refuges) protect almost 8-7
million ha. Within this region, three large, relatively
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Fig. 1. Roadless areas and protected areas across the states of Idaho, Montana and Wyoming, USA.

undisturbed, mountain ecosystems are delineated around
national parks and/or wilderness complexes. These are
the Greater Yellowstone Ecosystem, Glacier National
Park—Bob Marshall Ecosystem, and the Central Idaho
Ecosystem (Fig. 1).

The topography of the northern Rocky Mountain
states spans steep physical gradients in elevation, slope,
aspect, temperature and precipitation that give rise to
diverse vegetation types. Elevations range from 150 m
to 4200 m. Average precipitation ranges from 28 cm to
51 cm (Franklin 1983). The northern Rockies comprise
a variety of non-forested and coniferous forest types.
Low-lying valleys are characterized by grasslands,
sagebrush (Artemisia spp.) and desert shrublands,
interspersed with juniper (Juniperus spp.) and riparian
woodlands. Ponderosa pine Pinus ponderosa dominates
lower elevation montane forests, while xeric coniferous
forests of mainly Douglas fir Psuedotsuga mensiezia,
ponderosa pine, grand fir Abies grandis, lodgepole pine
Pinus contorta and aspen Populus tremuloides occur at
mid-elevations. Mesic forests in the north and west
largely contain western larch Larix occidentalis, grand fir,
western red cedar Thuja plicata and mountain hemlock
Tsuga mertensiana. Higher elevations are composed of
Engelmann spruce Picea engelmannii, subalpine fir
Abies lasiocarpa, alpine larch Larix lyalli and white-
bark pine Pinus albicaulis intermixed with subalpine
meadows. Herb lands, rock, alder A/nus sinuata shrub-
fields and snowfields/ice occur at the highest elevations.

DATA COLLECTION

We used a land management status GIS coverage and
classification system developed by the USA Geological

Survey’s Biological Resources Division in its nation-
wide GAP Analysis Programme (Scott, Tear & Davis
1996) to delineate ‘protected areas’. This programme
devised a ranking scheme to represent various levels of
protection, ranging from the least protected lands (cat-
egory 4, e.g. private lands) to those with the highest
level of protection (category 1, e.g. wilderness areas) for
all public lands in the GIS spatial database. For this
study, we assumed that categories 1 and 2 represent
adequate protection as their primary management
objective is conservation (Scott, Tear & Davis 1996),
and selected these categories as our protected areas on
all forest service lands located in the three states.

We used the federal inventoried roadless areas GIS
database (USDA Forest Service 2000a). This includes
areas that are greater than 2000 ha in size, where road
building is prohibited under current National Forest
Plan decisions and where road building is presently
allowed. We recognize that our decision leaves out
smaller roadless areas that were not considered during
the inventory of federal roadless areas and that these
areas serve important conservation goals (Strittholt &
DellaSala 2001). For this study, the term ‘roadless areas’
refers to inventoried roadless areas.

We used three independently derived land cover maps
for Montana, Wyoming and Idaho from the GAP
Analysis Programme (Scott, Tear & Davis 1996). The
Montana and Idaho GAP products were produced
based on classification techniques by Redmond et al.
(1998) for raw Landsat Thematic Mapper (TM) satel-
lite imagery. Spatial resolution of the grid was 90 m for
Montana and 30 m for Idaho. The Wyoming GAP
Analysis Programme digitized land cover data in a
vector format from Landsat TM satellite imagery at a
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scale of 1: 100 000 (Gap Analysis Wyoming 1996). We
converted Wyoming’s vector map into a grid format
and resampled the three data sets to 90-m resolution.
Then we merged the three land cover maps into a single
image and a common land cover classification scheme
(Appendix 1).

Similar to most GIS databases, errors are associated
with the land management status, inventoried roadless
areas and land-cover grids. These grids represent a
composite of data from many sources and include vari-
ations in mapping procedures and possible misclassifi-
cations that could potentially cause inconsistencies
that are difficult to detect. However, we believe, based on
professional judgement, that the error rate is not large
enough to affect conclusions drawn from this large
regional-scale analysis.

To investigate the representation of roadless areas at
various elevation classes, we downloaded a digital ele-
vation model from the 30-m National Elevation Data-
set produced by the USA Geological Survey’s EROS
Data Center (Sioux Falls, SD). We reclassified the
elevation range into 21 equal-interval classes ranging in
200-m increments from approximately 150 m to 4200 m.

DATA ANALYSIS

All data analyses were conducted in ARC/INFO and
ArcView GIS software from Environmental Systems
Research Institute (Redlands, CA).

Land cover representation

Using ARC/INFO, we combined the protected areas data-
base with the land cover map. To calculate the percent-
age representation of each land-cover type, we divided
the protected portion of each land-cover type by the
total area of each land-cover type across the study
area. Next, we appended the national forest inventoried
roadless areas to the existing protected areas and
repeated the same calculation described above to measure
the additional representation of each land-cover type
because of the inclusion of roadless areas. In addition,
we calculated the percentage increase between each land
cover percentage representation for protected areas
alone and protected areas and roadless areas combined.
This measure quantified the ‘relative’ ecological con-
tribution from roadless areas for each land-cover type.
We then ranked these land-cover types according to the
level of representation within the existing protected areas.

Elevation representation

Using ARC/INFO, we combined the protected areas data-
base with the 30-m digital elevation model. Similar to
the procedure for land-cover types described above, we
added the roadless areas to the existing protected areas,
intersected this image with the elevation data, and cal-
culated the change in representation for each elevation
class provided by protection of roadless areas.

To examine the potential increase of landscape con-
nectivity caused by roadless areas, we used ARC/INFO
and FRAGSTATS (McGarigal & Marks 1995; McGarigal
& Holmes 2002), a computer program developed to
quantify heterogeneity of the landscape. We identified
five landscape metrics available in FRAGSTATS to assess our
three elements of landscape connectivity (McGarigal
& Holmes 2002). To assess area, we used the metrics
percentage land (PLAND), number of patches (NP)
and patch size (AREA). We included the metrics NP
and AREA to help explain the context of an increase
in PLAND. For example, an increase in PLAND and
AREA and a decrease in NP would indicate that the
added roadless patches were located next to existing
conservation patches, resulting in an increase in the size
of patches and a decrease in the number of patches
across the landscape. Conversely, a decrease in AREA
and an increase in NP would indicate that the added
patches were generally smaller and did not combine
with existing patches.

To assess isolation we used nearest neighbour distance
(ENN). A decrease or increase in ENN would indicate
that patches are either located closer together or farther
apart, respectively, across the landscape.

To assess aggregation, we used contagion (CONTAG).
An increase in CONTAG would indicate that patches
are, to a certain extent, aggregated together across the
landscape.

Using FRAGSTATS, we selected and ran our five land-
scape metrics on the two grids described above (current
protected areas only, and roadless areas and current
protected areas combined). Each grid was a binary map
where all grid cells that comprised the ‘protected” and
‘roadless’ patches were classified as 1 and all other ‘non-
protected’ grid cells were masked out as background
(-99). For each landscape metric, we computed the
mean, area-weighted mean and coefficient of variation
where applicable. We then compared the differences in
metrics between the two grids. In addition, differences
in the mean, area-weighted mean and coefficient of
variation helped to explain how the range of values for
each metric were distributed when existing protected
areas were compared with the conservation system
including roadless areas.

Results

LAND COVER REPRESENTATION

In existing protected areas, burned forest and snow-
fields/ice had the highest land cover representation,
88% and 86%, respectively. Representation of other land-
cover types, such as alpine meadows, whitebark pine,
exposed rock/soil, subalpine meadows, wetlands, mixed
subalpine forest and lodgepole pine, ranged from 31%
to 71%.

The inclusion of roadless areas increased the repre-
sentation of all land-cover types except for one, sand
dunes (Table 1). Relative percentage increases ranged
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Table 1. Additional representation and percentage increase in representation of each land-cover type across the northern Rockies
when national forest roadless areas are added to existing protected areas

Existing level

Land-cover type of representation (%)

Potential level of representation
including roadless areas (%)

Percentage increase
including roadless areas

Burned forest 88-12 93-09 5-65
Snowfields/ice 86-12 97-48 1319
Alpine meadow 71-51 94-18 31-70
Mixed whitebark pine 59-62 84-94 42-46
Exposed rock/soil 44-67 59-92 34-12
Subalpine meadow 40-49 68-85 70-05
Wetlands 37-34 38-68 3-61
Mixed subalpine forest 32:20 68-63 11311
Lodgepole pine 31-35 59-42 89-54
Mixed barren lands 21-66 22:61 4-37
Sand dunes 18-44 18-44 0-00
Mixed conifer 16:97 37-24 119-44
Mesic upland shrub 10-74 2614 143-44
Shrub-dominated riparian 7-98 12:77 59-91
Forest-dominated riparian 7-18 12-14 69-11
Sagebrush 633 991 56-55
Juniper 5-87 6-80 1595
Xeric upland shrub 5-85 797 36-33
Vegetated sand dunes 5-69 6-03 5-89
Western red cedar 5-57 22:00 295-08
Mud flats 5:33 7-39 3879
Ponderosa pine 494 9-88 9997
Aspen 4-48 2599 479-80
Shrub-grassland associations 425 5-89 38-46
Western hemlock 3-36 23-62 602-54
Grasslands 2-49 3-64 46-31
Grass-dominated riparian 2:15 3-07 4301
Salt-desert shrub flats 1-58 1-71 8:63
Bur oak woodland 0-00 2-40 NA
4001-4200
3801-4000
3601-3800
3401-3600
3201-3400
3001-3200
2801-3000
g 2601-2800 ]
£ 2401-2600
5 2201-2400 ]
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1201-1400
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Percentage

Fig. 2. Additional representation of elevation ranges resulting from the inclusion of roadless areas with protected areas for the
northern Rockies. The x-axis represents elevation in 200-m increments and the y-axis shows absolute increase in percentage
representation when roadless areas are added to protected areas. Black bars represent protected areas and grey bars represent

roadless areas.

from 5% to 600%. Fifteen land-cover types increased
by more than 40%, among them important ecological
communities, western hemlock, aspen, ponderosa pine,
western red cedar and sagebrush, each of which hasless
than 10% representation in current protected areas.
Moreover, the addition of roadless areas represented one
land-cover type, bur oak Quercus macrocarpa woodland,
not present in protected areas.

ELEVATION REPRESENTATION

Our elevation analyses showed that elevations in the
range of 2200-4200 m were well represented in protected
areas (Fig. 2). The addition of roadless areas resulted
inalarge increase in representation of lands at elevations
ranging from 1000 m to approximately 3400 m. For
elevation ranges below 1000 m and above 3400 m, the
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Table 2. Landscape metrics comparing the spatial pattern of protected areas alone with a scenario that includes protected areas
and national forest roadless areas combined for the northern Rockies. + and —indicate an increase or decrease, respectively, in the

metric value caused by the addition of roadless areas

Landscape Metrics Protected areas Protected and roadless areas +/ -
Area

Class area (ha) 8 814900 15 673 600 +
Percentage land 9 16 +
Number of patches 770 722 -
Patch size (mean, ha) 11447-92 21708-59 +
Patch size (area-weighted mean) 1 105055-78 250590911 +
Patch size (coefficient of variation) 977-39 1069-74 +
Isolation

Nearest neighbour (m) 7013-72 535311 -
Nearest neighbour (area-weighted mean) 315373 251875 -
Nearest neighbour (coefficient of variation) 122-47 134-16 +
Aggregation

Contagion index 72-:56 58-64 -

contribution of roadless areas was small. However,
the proportion of area represented at lower elevations
increased when we included roadless areas with protected
areas.

CONNECTIVITY

Results from the landscape metrics showed that the
addition of roadless areas increased regional connec-
tivity for all three connectivity elements (Table 2). Area
metrics demonstrated that the addition of roadless areas
almost doubled the amount of area protected, rising
from 9% to 16%, and the mean patch size in protected
areas changed from 11448 ha to 21709 ha. The number
of patches decreased from 770 to 722. Area-weighted
mean patch size increases and the patch size coefficient
of variation increased from 977 to 1070. Isolation metrics
showed a decrease in the mean and area-weighted
mean nearest-neighbour metrics when roadless areas
were added. The mean distance between nearest pro-
tected patches decreased from 7014 m to 5353 m. The
decrease in the area-weighted mean was less than the
overall mean when patches of all sizes were considered.
The coefficient of variation also increased for this metric.
The aggregation metric (contagion) decreased from 72-56
to 58-64 when roadless areas were included, signifying
more dispersion of patches across the landscape.

Discussion

BIODIVERSITY REPRESENTATION

A review of the literature suggests that a given vegetation
community is adequately represented when 12-25% of
it is included in a conservation area (World Com-
mission on Environment & Development 1987; Noss &
Cooperrider 1994), although it is not certain that these
thresholds are truly adequate to protect vegetation
communities. Based on this range, we define land-cover
types above 25% as adequately protected, land-cover

types within the range of 12-25% as minimally pro-
tected, and those below 12% as underrepresented, similar
to DeVelice & Martin (2001).

Our results show that roadless areas make a substan-
tial contribution in maintaining regional biodiversity.
One of our most important findings is that roadless
areas would protect a wider range of land-cover types
and elevation ranges than protected areas alone, espe-
cially those characteristic of mid- to low elevations that
are underrepresented in protected areas. These lands
are among the last remnants of biologically productive
lands that have not been significantly altered through
human settlements, resource extraction and road
construction (Scott ez al. 2001; Strittholt & DellaSala
2001). We also found that protected areas adequately
represent land-cover types that are characteristic of
higher elevations. This finding supports the generally
accepted notion that wilderness areas and national
parks mainly protect higher elevation ecological commun-
ities (Davis et al. 1996; Possingham, Ball & Andelman
2000). Contrary to DeVelice & Martin (2001), whose
study found that roadless areas mainly occurred at
mid- to lower elevations, but similar to Strittholt &
DellaSala (2001), we found that roadless areas con-
siderably increase the protection of higher elevations and
corresponding cover types as well. The different results
are probably because of the scale at which the studies
were implemented. DeVelice & Martin’s (2001) study
included all roadless areas across the nation, incorporating
a wide range of elevations from sea level to the highest
peaks. Our study, and that of Strittholt & DellaSala
(2001), focused on smaller regions at higher elevations.

Across the northern Rockies region (Montana,
Wyoming and Idaho), protected areas adequately rep-
resent nine land-cover types, whereas five biologically
important land-cover types, western hemlock, aspen,
ponderosa pine, western red cedar and mesic upland shrub,
are underrepresented in protected areas. However, the
addition of roadless areas increases representation
of two cover types (western hemlock and western red



188

M. R. Crist,
B. Wilmer &
G. H. Aplet

© 2005 British
Ecological Society,
Journal of Applied
Ecology 42,
181-191

cedar) to the minimally protected threshold and two
cover types (aspen and mesic upland shrub) to the
adequately represented threshold (greater than 25%).
Ponderosa pine, even though it increases by nearly 100%,
remains underrepresented. Overall, the magnitude
of the increased representation, from 100% to 600%,
indicates that roadless areas can make substantial
contributions to the protection of land-cover types
that are not well represented in protected areas.

Increased representation of certain rare ecological
communities is particularly important in a northern
Rockies conservation strategy. Aspen, for example, is
thought to be declining in the northern Rockies
(Gallent et al. 1998). When roadless areas are added to
protected areas, aspen moves up two full categories: from
underrepresented to adequately represented, a 480%
increase in representation for this forest type, on which
many avian species depend upon (Hansen & Rotella
2000). Representation of whitebark pine changes from
60% to 85% when roadless areas are added. White-
bark pine is declining throughout North America due to
blister rust Cronartium ribicola, an introduced disease,
and is a ‘keystone species’ important for many higher
elevation species (Keane, Morgan & Menakis 1994).

Elevation representation results demonstrate that
protected areas are mainly located at higher elevations.
We also found that roadless areas are generally concen-
trated at mid- to high elevations and represent a wider
range of elevations, especially low- to mid elevations,
than protected areas. However, our results show that
protected areas encompass more lower elevation lands
than roadless areas. This situation is somewhat deceiv-
ing. Representation of lower elevations in protected
areasis largely a result of two well-placed low-elevation
conservation areas: Hell’s Canyon National Recreation
Area and Missouri Breaks National Monument. In
fact, low-elevation lands below 1000 m are not well rep-
resented in either protected areas or roadless areas. As
a majority of lower elevation lands in the northern
Rockies have been converted to other uses, it is of utmost
importance to increase representation of lower elevation
sites in protected areas (Strittholt & DellaSala 2001).
Protection of these lower elevation roadless areas would
contribute greatly to the conservation of lower elevation
species and ecological communities that are poorly
represented in protected areas.

LANDSCAPE CONNECTIVITY

Our analyses of three elements of connectivity show
that roadless areas increase connectivity across the
northern Rockies, and increase both the area and size
of protected area patches. In addition, the number of
protected area patches decreases with the addition of
roadless areas because they combine with protected
areas to form one larger patch. Larger patches will pro-
tect more species and more individuals, species with
large home ranges, species sensitive to human activity,
and more intact ecosystem processes than smaller areas

(Askins, Philbrick & Sugeno 1987; Robbins, Dawson &
Dowell 1989; Turner et al. 1993; Newmark 1995; Shafer
1995). Roadless areas also reduce the distance between
protected areas and create a more evenly dispersed
reserve system, critical for maintaining many species’
movements and a large distribution of local populations
(MacArthur & Wilson 1967; Murphy & Noon 1992;
Reed, Johnson-Barnard & Baker 1996; Ritters ef al. 1996;
Beauvais 2000; Hansen & Rotella 2000; He, DeZonia,
& Mladenoff 2000; Shinneman & Baker 2000).

Our results show an increase in the coefficient of
variation for patch size and isolation metrics, which may
be an important consideration in delineating conserva-
tion reserve systems capable of maintaining movements
of various species and ecological processes (Wiens &
Milne 1989; Wilcove & Murphy 1991; Noss 1992; Noss
et al. 1996; O’Neill et al. 1996). Smaller patches may
supplement larger reserves by protecting rare species
that occur only in certain areas (Franklin & Forman
1987; Hansen et al. 1991; Shafer 1995). The dispersion
of roadless areas may also contribute to greater re-
silience or survival of island populations by allowing a
greater chance for species exchange, essentially main-
taining a metapopulation or source-sink population
structure (Wiens, Crawford & Gosz 1985; Pullium 1988;
Gilpin & Hanski 1991; Murphy & Noon 1992). Many
studies are investigating how species move through
landscapes and their use of stepping-stone habitats,
especially in fragmented landscapes (Freemark et al.
1993; With 1999; Beauvais 2000; Hansen & Rotella
2000; Holloway, Griffiths & Richardson 2003; Johnson,
Seip & Boyce 2004). Being relatively undisturbed and
well-distributed among protected areas, roadless areas
are top candidates for the delineation of high-quality
‘habitat connections’ across the northern Rockies, par-
ticularly those that target rare or declining species.
The loss or alteration of roadless areas may further
reduce the movement of species among interdependent
island populations located in protected areas and road-
less areas, resulting in greater isolation.

Moreover, the addition of roadless areas increases
the effective size of the three largest wilderness and
national park complexes in the northern Rockies: the
Greater Yellowstone Ecosystem, the Glacier National
Park—Bob Marshall Ecosystem and the Central Idaho
Ecosystem, where management challenges include
maintaining large-scale ecological processes such as
species’ movements and natural fire across jurisdictional
boundaries (Pickett & White 1985; Turner ez al. 1993).
Roadless areas not immediately adjacent to these
complexes are dispersed in the surrounding landscape,
which helps to decrease the degree of isolation between
the complexes and possibly allows for species movement
among these ecosystems.

MANAGEMENT IMPLICATIONS

Using research to guide reserve design and develop
land protection policies is the strongest approach in
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conservation. The importance of intact, functioning
natural ecosystems to the maintenance of native bio-
diversity and ecological processes is unquestioned (Wright,
Dixon & Thompson 1933; MacArthur & Wilson 1967;
Usher 1987; White 1987; Shafer 1995; Noss, O’Connell
& Murphy 1997). The negative impacts of roads in
natural areas are well known (Andrews 1990; Foreman
& Wolke 1992; Reed, Johnson-Barnard & Baker 1996;
Spellerberg 1998; Trombulak & Frissell 2000; McGarigal
et al. 2001). Our landscape assessment demonstrates
how roadless areas, the remaining relatively undisturbed
forested lands in the northern Rockies, are essential for
maintaining biodiversity and landscape connectivity in
a conservation reserve strategy for this area. This has
direct bearing on management decisions regarding the
protection of roadless areas in this region. Our results,
along with the findings of DeVelice & Martin (2001)
and Strittholt & DellaSala (2001), highlight the important
role of roadless areas in USA conservation efforts and
contribute to the larger policy dialogue surrounding
roadless areas.

The methods used in this study can help land man-
agers determine appropriate guidelines to identify and
assess roadless areas that are critical in maintaining
regional biodiversity, ecosystem processes, landscape
connectivity and overall intact ecosystem integrity.
Land managers should avoid activities such as road
building, logging, spread of exotic species, off-road
vehicle use and exurban development in roadless areas
that would result in their degradation or loss. If
roadless areas are not protected from these activities
as a matter of priority, it is possible that their potential
contribution to conservation effort in the future will
be diminished and existing protected areas surrounded
by or in close proximity to roadless areas will be
negatively affected as well. We recommend that road-
less areas receive full protection and are managed
responsibly, so that they can function as an important
part of the current conservation reserve system in
the USA.
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